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1. Introduction
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NP search:  direct vs. indirect

 The NP scale might be higher than the TeV scale, against 
the naturalness argument.

 Indirect searches for NP through the virtual effects of 
new particles can explore above TeV scale. 

NP の探索方法

直接探索 間接探索
high-energy frontier high-intensity frontier

ATLAS/CMS (LHC)
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NP の間接測定 (Indirect search)

Flavor physics, EW precision test, Higgs couplings, ….

 Indirect searches are conducted at low-energy 
experiments based on high-statistics productions of 
the gauge bosons, kaon, D and B mesons, muon and 
tau, as well as with the precise measurements of the 
SM parameters at high-energy experiments. 

observed later directly at high-energy experiments. 

 Historically, indirect hints to unobserved heavy particles 
were obtained from low-energy experiments:

 e.g., the existence of charm quark from kaon decays,              
       the heavy top mass from B-Bbar oscillation,            
       the Higgs mass from the EW precision fit, …

 Indirect searches are as relevant as ever after the 
LHC 7-8 TeV run. 
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 FCNC in the SM
Flavor Changing Neutral Current 過程は 
SM では強く抑制されている：

CKM行列のユニタリティ

One-loop level
GIM 機構

CKMの非対角成分 and/or Quark 質量が小さい 

A = V ⇤
ubVud f(mu) + V ⇤

cbVcd f(mc) + V ⇤
tbVtd f(mt)

A = 0 mu = mc = mtif mt � mu,cbut

K B B

V ⇤
tsVtd ⇠ 5 ⇥ 10�4 ⌧ V ⇤

tbVtd ⇠ 10�2 < V ⇤
tbVts ⇠ 4 ⇥ 10�2

db

u, c, t
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Why are FCNC processes interesting?

FCNC 過程の精密測定は、LHC での直接
探索では探ることの出来ない高エネルギー
の物理に対する感度がある

SM の寄与が小さいので、NP の効果が
相対的に大きくて観測出来るかも。
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Bounds from mixings

Isidori, 1507.00867

July 6, 2015 0:16 World Scientific Review Volume - 9.75in x 6.5in review page 8

8 Gino Isidori

Operator ⇤ in TeV (cNP = 1) Bounds on cNP (⇤ = 1 TeV) Observables
Re Im Re Im

(s̄L�µdL)2 9.8⇥ 102 1.6⇥ 104 9.0⇥ 10�7 3.4⇥ 10�9 �mK ; ✏K
(s̄R dL)(s̄LdR) 1.8⇥ 104 3.2⇥ 105 6.9⇥ 10�9 2.6⇥ 10�11 �mK ; ✏K
(c̄L�µuL)

2 1.2⇥ 103 2.9⇥ 103 5.6⇥ 10�7 1.0⇥ 10�7 �mD; |q/p|,�D

(c̄R uL)(c̄LuR) 6.2⇥ 103 1.5⇥ 104 5.7⇥ 10�8 1.1⇥ 10�8 �mD; |q/p|,�D

(b̄L�µdL)2 6.6⇥ 102 9.3⇥ 102 2.3⇥ 10�6 1.1⇥ 10�6 �mBd
; S KS

(b̄R dL)(b̄LdR) 2.5⇥ 103 3.6⇥ 103 3.9⇥ 10�7 1.9⇥ 10�7 �mBd
; S KS

(b̄L�µsL)2 1.4⇥ 102 2.5⇥ 102 5.0⇥ 10�5 1.7⇥ 10�5 �mBs ; S �
(b̄R sL)(b̄LsR) 4.8⇥ 102 8.3⇥ 102 8.8⇥ 10�6 2.9⇥ 10�6 �mBs ; S �

Table 1: Bounds on representative dimension-six�F = 2 operators with e↵ective coupling cNP/⇤2.

The bounds are quoted on ⇤, setting |cNP| = 1, or on cNP, setting ⇤ = 1 TeV. The right column
denotes the main observables used to derive these bounds.26

where F is a loop function of O(1) and i, j denote the flavour indexes of the meson
valence quarks.

Magnitude and phase of all these mixing amplitudes have been determined with
good accuracy from experiments and are consistent with the ST predictions. To
translate this information into bounds on the scale of new physics, let’s consider
the following set of �F = 2 dimension-six operators in �Ld>4:

�Ld>4 �
X cij

⇤2
Oij

�F=2 Oij
�F=2 = (q̄iL�

µqjL)
2 . (9)

These operators contribute at the tree-level to the meson-antimeson mixing ampli-
tudes. The condition |MNP

�F=2| < |MST
�F=2| implies

⇤ <
3.4 TeV

|V ⇤
3iV3j |/|cij |1/2 <

8
<

:

9⇥ 103 TeV ⇥ |c21|1/2 from K0 � K̄0

4⇥ 102 TeV ⇥ |c31|1/2 from Bd � B̄d

7⇥ 101 TeV ⇥ |c32|1/2 from Bs � B̄s

(10)

A more refined analysis, with complete statistical treatment and separate bounds
for the real and the imaginary parts of the various amplitudes, considering also
operators with di↵erent Dirac structure, leads to the bounds reported in Table 1.
The main message of these bounds is the following:

• New physics models with a generic flavour structure (cij of order 1) at the
TeV scale are ruled out. If we want to keep ⇤ in the TeV range, physics
beyond the ST must have a highly non-generic flavour structure.

In the specific case of the �F = 2 operators in (9), in order to keep ⇤ in the TeV
range, we must find a symmetry argument such that |cij | <⇠ |V ⇤

3iV3j |2. Reproducing
a similar structure beyond the ST is a highly non-trivial task. However, as discussed
below, it can be obtained under specific assumptions.

Le↵ =
X cNP

⇤2
O�F=2

O(105 TeV)

O(104 TeV)

O(103 TeV)
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Bounds from mixings

Note：
もし結合定数が loop-suppressed 等の
理由で小さければ、NPスケールに対する
感度は下がる。

前のページでは Ci=1 を仮定
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Implication to NP

NP が特殊なフレーバー構造を持っている？

or

NP のスケールが very high？

 TeV スケールの NP 模型は特殊なフレーバー構造を
持っていなければならない
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Model-independent and -dependent analyses
 Model-independent analysis with 

 Many operators
Limited predictive power

Le↵

Useful guide to look for NP effects
Correlations among observables

 Model-dependent analysis with concrete models
Stronger correlations among operators 
and observables, which cannot be captured 
in model-independent analysis
どのNP模型を考える？

Additional assumption:  e.g. MFV
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Example: MSSM
 General MSSM ではフレーバーを破る寄与が
沢山出てくる：
CKM-induced contributions from            exchanges H+,�+

flavor mixings in the sfermion mass matrix

 Possible solutions:  
Decoupling, Alignment, Super-GIM

SUSY breaking の機構の情報フレーバー物理

 他のNP模型でも一般にフレーバーを大きく破る
寄与が出てしまう (NP flavor problem)
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Minimal Flavor Violation Hypothesis

 SMのゲージ相互作用はフレーバーに依らない

フレーバー対称性：SU(3)QL ⇥ SU(3)UR ⇥ SU(3)DR

 SMでは、この対称性は Yukawa 結合で破れている

L = Y u
ij QLi �̃URj + Y d

ij QLi �DRj + h.c.

DR : (1, 1, 3)

UR : (1, 3, 1)

QL : (3̄, 1, 1)

 NPの低エネルギー有効理論の(高次元)オペレーターが
上記のフレーバー対称性に対して不変と仮定

Y d : (3, 1, 3̄)Y u : (3, 3̄, 1)ただし とする
O0 =

1

2

�
Q̄LY

uY u†�µQL

�2e.g.

G.D’Ambrosio, G.F.Giudice, G.Isidori & A.Strumia, hep-ph/0207036
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 MFVを仮定すると、FCNC過程の間に関係が付く
e.g. B(B ! Xs⌫⌫̄) $ B(K ! ⇡⌫⌫̄)

 CP violation は CKM の位相を起源とする

 MFV を実現するような具体的な模型の例：
e.g. MSSM with gauge-mediated SUSY breaking

Minimal Flavor Violation Hypothesis

 もし MFV の関係式からのズレが見つかれば
新しいフレーバー構造の存在

 Constrained MFV (CMFV) :
SMと同じオペレーターのみを考える
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Sensitivity to NP scale with MFV

Operator Bound on ⇤ Observables

�†
⇣
DRY

†
d YuY

†
u�µ⌫QL

⌘
(eFµ⌫) 6.1 TeV B ! Xs�, B ! Xs`+`�

1
2(QLYuY

†
u �µQL)

2
5.9 TeV ✏K , �mBd

, �mBs

�†
⇣
DRY

†
d YuY

†
u�µ⌫T aQL

⌘
(gsGa

µ⌫) 3.4 TeV B ! Xs�, B ! Xs`+`�⇣
QLYuY

†
u �µQL

⌘
(ER�µER) 5.7 TeV Bs ! µ+µ�, B ! K⇤µ+µ�

i
⇣
QLYuY

†
u �µQL

⌘
�†Dµ� 4.1 TeV Bs ! µ+µ�, B ! K⇤µ+µ�

⇣
QLYuY

†
u �µQL

⌘
(LL�µLL) 5.7 TeV Bs ! µ+µ�, B ! K⇤µ+µ�

⇣
QLYuY

†
u �µQL

⌘
(eDµFµ⌫) 1.7 TeV B ! K⇤µ+µ�

Table 3.1: Bounds on the scale of new physics (at 95% C.L.) for some representative MFV operators (assuming
effective coupling ±1/⇤2, and considering only one operator at a time), with the corresponding observables used
to set the bounds.

Given the built-in CKM suppression, the bounds on higher-dimensional operators in the MFV
framework turns out to be in the TeV range. This can easily be understood by the discussion in Sect. 4.1:
the MFV bounds on operators contributing to ✏K and �mBd

are obtained from Eq. (1.22) setting
|cij | = |y2t V ⇤

3iV3j |2. In Table 3.1 we report a few representative examples of the bounds on the higher-
dimensional operators in the MFV framework.1 These bounds are very similar to the bounds on flavor-
conserving operators derived by precision electroweak tests. This observation reinforces the conclusion
that a deeper study of rare decays is definitely needed in order to clarify the flavor problem: the exper-
imental precision on the clean FCNC observables required to obtain bounds more stringent than those
derived from precision electroweak tests (and possibly discover new physics) is typically in the 1%�10%

range.

1.1 General considerations
The idea that the CKM matrix rules the strength of FCNC transitions also beyond the SM has become a
very popular concept in the recent literature and has been implemented and discussed by several authors.
It is worth stressing that the CKM matrix represents only one part of the problem: a key role in deter-
mining the structure of FCNCs is also played by quark masses, or by the Yukawa eigenvalues. In this
respect, the MFV criterion illustrated above provides the maximal protection of FCNCs (or the minimal
violation of flavor symmetry), since the full structure of Yukawa matrices is preserved. At the same time,
this criterion is based on a renormalization-group-invariant symmetry argument. Therefore, it can be im-
plemented independently of any specific hypothesis about the dynamics of the new-physics framework.
The only two assumptions are: i) the flavor symmetry and its breaking sources; ii) the number of light
degrees of freedom of the theory (identified with the SM fields in the minimal case).

This model-independent structure does not hold in most of the alternative definitions of MFV
models that can be found in the literature. For instance, the definition of Ref. [51] (denoted constrained
MFV, or CMFV) contains the additional requirement that only the effective FCNC operators which play
a significant role within the SM are the only relevant ones also beyond the SM. This condition is realized
within weakly coupled theories at the TeV scale with only one light Higgs doublet, such as the MSSM
with small tan� and small µ term. However, it does not hold in other frameworks, such as composite-
Higgs models (see e.g. [52–54]) or the MSSM with large tan� and/or large µ term, whose low-energy
phenomenology can still be described using the general MFV criterion discussed above.

1Table 3.1 updates the corresponding table of Ref. [5] taking into account the recent measurements of B ! K⇤µ+µ� and
B ! µ+µ� fro LHCb, as analysed in Ref. [33]

28

G.Isidori, 1302.0661

The bounds are in the TeV range. 
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SM works very well.

many ways [6]. The point is that since (4) is only an approximation the exact definition
of the parameters in (5) is not unique in terms of the neglected order O(λ4). This situa-
tion is familiar from any perturbative expansion, where different definitions of expansion
parameters (coupling constants) are possible. This is also the reason why in different pa-
pers in the literature different O(λ4) terms in (4) can be found. They simply correspond
to different definitions of the parameters in (5). Since the physics does not depend on
a particular definition, it is useful to make a choice for which the transparency of the
original Wolfenstein parametrization is not lost.
In this respect a useful definition adopted by most authors in the literature is to go back

to the standard parametrization (2) and to define the parameters (λ, A, ϱ, η) through [6]

λ ≡ s12 , Aλ2 ≡ s23 , Aλ3(ϱ− iη) ≡ s13e
−iδ (6)

to all orders in λ. It follows that

ϱ =
s13

s12s23
cos δ, η =

s13
s12s23

sin δ. (7)

The expressions (6) and (7) represent simply the change of variables from (3) to (5). Mak-
ing this change of variables in the standard parametrization (2) we find the CKM matrix
as a function of (λ, A, ϱ, η) which satisfies unitarity exactly. Expanding next each element
in powers of λ we recover the matrix in (4) and in addition find explicit corrections of
O(λ4) and higher order terms. Including O(λ4) and O(λ5) terms we find

V̂ =

⎛

⎜⎜⎜⎜⎝

1− 1

2
λ2 − 1

8
λ4 λ+O(λ7) Aλ3(ϱ− iη)

−λ+
1

2
A2λ5[1− 2(ϱ+ iη)] 1− 1

2
λ2 − 1

8
λ4(1 + 4A2) Aλ2 +O(λ8)

Aλ3(1− ϱ− iη) −Aλ2 +
1

2
Aλ4[1− 2(ϱ+ iη)] 1− 1

2
A2λ4

⎞

⎟⎟⎟⎟⎠
(8)

where

ϱ ≃ ϱ(1− λ2

2
) +O(λ4), η = η(1− λ2

2
) +O(λ4). (9)

An all-order definition of ϱ and η will be given in the next section. We emphasize here that
by definition the expression for Vub remains unchanged relative to the original Wolfenstein
parametrization and the corrections to Vus and Vcb appear only at O(λ7) and O(λ8),
respectively. The advantage of this generalization of the Wolfenstein parametrization is
the absence of relevant corrections to Vus, Vcd, Vub and Vcb and an elegant change in
Vtd which allows a simple connection to the Unitarity Triangle parameters, as discussed
below.

1.1.3. Unitarity Triangle
The unitarity of the CKM matrix implies various relations between its elements. In

particular, we have
VudV

∗
ub + VcdV

∗
cb + VtdV

∗
tb = 0. (10)

Phenomenologically this relation is very interesting as it involves simultaneously the
elements Vub, Vcb and Vtd which are under extensive discussion at present. Other relevant
unitarity relations will be presented as we proceed.
The relation (10) can be represented as a unitarity triangle in the complex plane.

The invariance of (10) under any phase-transformations implies that the corresponding

9

56 11. CKM quark-mixing matrix

Figure 11.1: Sketch of the unitarity triangle.

The CKM matrix elements are fundamental parameters of the SM, so their precise
determination is important. The unitarity of the CKM matrix imposes

∑
i VijV

∗
ik = δjk

and
∑

j VijV
∗
kj = δik. The six vanishing combinations can be represented as triangles in

a complex plane, of which the ones obtained by taking scalar products of neighboring
rows or columns are nearly degenerate. The areas of all triangles are the same, half of
the Jarlskog invariant, J [7], which is a phase-convention-independent measure of CP
violation, defined by Im

[
VijVklV

∗
il V

∗
kj

]
= J

∑
m,n εikmεjln.

The most commonly used unitarity triangle arises from

Vud V ∗
ub + Vcd V ∗

cb + Vtd V ∗
tb = 0 , (11.6)

by dividing each side by the best-known one, VcdV
∗
cb (see Fig. 1). Its vertices are exactly

(0, 0), (1, 0), and, due to the definition in Eq. (11.4), (ρ̄, η̄). An important goal of
flavor physics is to overconstrain the CKM elements, and many measurements can be
conveniently displayed and compared in the ρ̄, η̄ plane.

Processes dominated by loop contributions in the SM are sensitive to new physics, and
can be used to extract CKM elements only if the SM is assumed. In Sec. 11.2 and 11.3,
we describe such measurements assuming the SM, we give the global fit results for the
CKM elements in Sec. 11.4, and discuss implications for new physics in Sec. 11.5.

11.2. Magnitudes of CKM elements

11.2.1. |Vud| :

The most precise determination of |Vud| comes from the study of superallowed 0+ → 0+

nuclear beta decays, which are pure vector transitions. Taking the average of the twenty
most precise determinations [8] yields

|Vud| = 0.97425± 0.00022. (11.7)

June 8, 2010 12:32



Note on LHCb
• σ(bb@14TeV)/σ(bb@8TeV) = 3

• LHCb fb-1 /BelleII ab-1 ~ O(1)  
(for many interesting modes, but not a 

rule)
• Run-2: Efficiency loss at higher Lumi. & E
• Run-3: Upgraded detector: Efficiency 

losses decrease ↓ 0.1

We’ll have the upgraded LHCb to contend 
with, very early on.
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FIG. 2: SuperKEKB and LHCb integrated luminosity projections in ab�1 and fb�1 respectively
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FIG. 3: Expected yield enhancement for selected analysis types in Belle II and LHCb (left), and
expected statistical error reduction factors (right).
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 SuperKEKB:  

I. Adachi, KEK-FF 2015

5th KEK Flavor Factory Workshop, KEK-FF, 2015 October 26

2018 
Full Belle II detector 

When does Belle II experiment 
start ?

12

2017 
Collision tuning starts w/ partial 
Belle II detector (no VXD)

2016 Feb 
SuperKEKB beam commissioning 
w/o collisions Pe

ak
 lu

m
in

os
ity

Phase-1

Phase-2

Phase-3

50 ab-1 by 2023-2024

L = 8 ⇥ 1035 cm�2s�1

 Complementary to direct searches for NP at the LHC.

P. Urquijo, 
BELLE2-NOTE-PH-2015-004

higher statistics!

Satoshi Mishima (KEK)17/58

 LHCb:  �(bb@14TeV)/�(bb@8TeV) ⇡ 3

 LHCb fb-1 / Belle II ab-1 ~ O(1) for various cases

LHCb vs. Belle II



LHCb vs. Belle II

 LHCb: 

 Belle II: 
-  well-defined initial state (full reconstruction of B)

- final states with neutrals

- inclusive modes

- final states with missing particles

- huge statistics 
- (very) rare decays to clean final states

Bd,s ! µ+µ�, B ! K⇤µ+µ�, · · ·

B ! ⇡0⇡0, B ! KS⇡
0, B ! KS⇡

0�, · · ·

B ! Xs�, B ! Xs`
+`�, · · ·

B ! ⌧⌫, B ! D(⇤)⌧⌫, B ! K(⇤)⌫⌫, · · ·

- very clean environment

18/58 Satoshi Mishima (KEK)

Talk by 石川さん on 3/26



Competition and Complementarity
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IV. SEMILEPTONIC B DECAYS

The Belle |V
ub

| exclusive precision value is taken from a naive average of the hadron tagged
and untagged partial branching fraction measurements in the LQCD safe region at high q2.
The LHCb result, based on a measurement of ⇤

b

! pµ⌫ was shown at Moriond Electroweak
2015. The breakdown of the statistical and systematic uncertainties has not been provided
yet, however it is assumed that it is dominated by systematic uncertainties given the yield
of the sample and large error in the normalisation mode ⇤

b

! ⇤
c

µ⌫. Exclusive |V
ub

| will
continue to be theory and systematics limited, so it is di�cult to give a reliable projection.
The projections are shown in Table III and Fig. 6.

LHCb is expected to release a measurement of R(B ! D⇤⌧⌫).

TABLE III: Extrapolations for selected semileptonic B decay measurements. See Table I for a
description of the symbols.

Observables Belle II LHCb
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FIG. 6: Precision projection profiles for various semileptonic B decay measurements.

V. CHARM

In charm, the measurements of �A
CP

and A� in hadronic decays (D ! K+K�,
D ! ⇡+⇡�) are the known strength of LHCb, with precision 2⇥ to 3⇥ better than Belle.
Both experiments were highly statistics limited, and therefore the upgrades will see big im-
provements. The large charm cross section and canceled errors in �A

CP

makes it a powerful

9

P. Urquijo, BELLE2-NOTE-PH-2015-004
�3

Comparable!
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ACP(B ! K�⇡+)

LHCb wins!
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https://belle2.cc.kek.jp/~twiki/bin/view/B2TiP

 理論と実験の共同プロジェクト (2014～)

 Belle II の物理について、理論・実験の最近の発展
及び LHC の結果を取り入れ、2017年初頭までに 
KEK report にまとめる。

 現在、９つの WG で作業中。年に２回ペースで
ワークショップを開催。

Belle II Theory Interface Platform (B2TiP)

B2TiP

https://belle2.cc.kek.jp/~twiki/bin/view/B2TiP
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Future sensitivity:  e.g., NP in Bd & Bs mixings

23/58 Satoshi Mishima (KEK)

Future: e.g., NP in Bd,s mixing

• Magnitude of NP compared to SM contribution: M (d,s)
12

= MSM

12

⇥ (1 + hd,s e2i�d,s
)
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• Scales probed: ⇤ ⇠ LHC (SM-like: CKM & loop suppression), ⇤ ⇠ 10

3

TeV (anarchic flavor)

Scales probed: Future increase comparable to LHC 7–8 ! LHC 13–14 (e.g., gluino mass)

• Reach comparable constraints on MFV and non-MFV regions (unlike in the past)

Z L – p. 3

Z. Ligeti,  Talk at Moriond QCD 2016
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FIG. 8. The past (2003, top left) and present (top right) constraints on U(2)3 scenarios, where hB ≡ hd = hs, σB ≡ σd = σs.
The lower plots show future sensitivities for the Stage I and Stage II scenarios described in the text, assuming measurements
consistent with the SM. The dotted curves show the 99.7%CL contours.

contribution given by Eq. (2) in Bd and Bs mixings at
Stage II are summarized in Table II. For K mixing, the
large hK regions in Fig. 5 complicate the interpretation
in terms of NP scales. If we assume that lattice QCD will
exclude hK > 2 as discussed in Sec. IV, we get sensitivity
up to 3 TeV (0.3 TeV) at tree level (one loop) for CKM-
like couplings, and up to 9 × 103 TeV (7 × 102 TeV) at
tree level (one loop) for non-hierarchical couplings.

So far in this paper we assumed that future measure-
ments agree with the SM predictions. However, future
data can not only set better bounds on NP, they may
also reveal deviations from the SM. This is illustrated in
Fig. 10, where we set ρ̄, η̄, hd,s and σd,s to their cur-
rent best-fit values (allowing for NP in ∆F = 2), and
performed a fit assuming for all future measurements the
corresponding central values, but uncertainties as given

in Table I for Stage II. While any assumption about pos-
sible future NP signals includes a high degree of arbitrari-

Couplings
NP loop Scales (in TeV) probed by

order Bd mixing Bs mixing

|Cij | = |VtiV
∗

tj | tree level 17 19

(CKM-like) one loop 1.4 1.5

|Cij | = 1 tree level 2× 103 5× 102

(no hierarchy) one loop 2× 102 40

TABLE II. The scale of the operator in Eq. (2) probed by
Bd and Bs mixings at Stage II (if the NP contributions to
them are unrelated). The impact of CKM-like hierarchy of
couplings and/or loop suppression is indicated.

2

2003 2013 Stage I Stage II

|Vud| 0.9738 ± 0.0004 0.97425 ± 0 ± 0.00022 id id

|Vus| (Kℓ3) 0.2228 ± 0.0039 ± 0.0018 0.2258 ± 0.0008 ± 0.0012 0.22494 ± 0.0006 id

|ϵK | (2.282 ± 0.017) × 10−3 (2.228 ± 0.011) × 10−3 id id

∆md [ps−1] 0.502 ± 0.006 0.507 ± 0.004 id id

∆ms [ps−1] > 14.5 [95% CL] 17.768 ± 0.024 id id

|Vcb| × 103 (b → cℓν̄) 41.6 ± 0.58 ± 0.8 41.15 ± 0.33 ± 0.59 42.3 ± 0.4 [17] 42.3 ± 0.3 [17]

|Vub| × 103 (b → uℓν̄) 3.90 ± 0.08 ± 0.68 3.75 ± 0.14 ± 0.26 3.56 ± 0.10 [17] 3.56 ± 0.08 [17]

sin 2β 0.726 ± 0.037 0.679 ± 0.020 0.679 ± 0.016 [17] 0.679 ± 0.008 [17]

α (mod π) — (85.4+4.0
−3.8

)◦ (91.5 ± 2)◦ [17] (91.5 ± 1)◦ [17]

γ (mod π) — (68.0+8.0
−8.5

)◦ (67.1 ± 4)◦ [17, 18] (67.1 ± 1)◦ [17, 18]

βs — 0.0065+0.0450
−0.0415

0.0178 ± 0.012 [18] 0.0178 ± 0.004 [18]

B(B → τν) × 104 — 1.15 ± 0.23 0.83 ± 0.10 [17] 0.83 ± 0.05 [17]

B(B → µν) × 107 — — 3.7 ± 0.9 [17] 3.7 ± 0.2 [17]

Ad
SL × 104 10 ± 140 23 ± 26 −7 ± 15 [17] −7 ± 10 [17]

As
SL × 104 — −22 ± 52 0.3 ± 6.0 [18] 0.3 ± 2.0 [18]

m̄c 1.2 ± 0 ± 0.2 1.286 ± 0.013 ± 0.040 1.286 ± 0.020 1.286 ± 0.010

m̄t 167.0 ± 5.0 165.8 ± 0.54 ± 0.72 id id

αs(mZ) 0.1172 ± 0 ± 0.0020 0.1184 ± 0 ± 0.0007 id id

BK 0.86 ± 0.06 ± 0.14 0.7615 ± 0.0026 ± 0.0137 0.774 ± 0.007 [19, 20] 0.774 ± 0.004 [19, 20]

fBs [GeV] 0.217 ± 0.012 ± 0.011 0.2256 ± 0.0012 ± 0.0054 0.232 ± 0.002 [19, 20] 0.232 ± 0.001 [19, 20]

BBs 1.37 ± 0.14 1.326 ± 0.016 ± 0.040 1.214 ± 0.060 [19, 20] 1.214 ± 0.010 [19, 20]

fBs/fBd
1.21 ± 0.05 ± 0.01 1.198 ± 0.008 ± 0.025 1.205 ± 0.010 [19, 20] 1.205 ± 0.005 [19, 20]

BBs/BBd
1.00 ± 0.02 1.036 ± 0.013 ± 0.023 1.055 ± 0.010 [19, 20] 1.055 ± 0.005 [19, 20]

B̃Bs/B̃Bd
— 1.01 ± 0 ± 0.03 1.03 ± 0.02 id

B̃Bs — 0.91 ± 0.03 ± 0.12 0.87 ± 0.06 id

TABLE I. Central values and uncertainties used in our analysis (see definitions in Ref. [10]). The entries “id” refer to the
value in the same row in the previous column. The 2003 and 2013 values correspond to Lepton-Photon 2003 and FPCP 2013
conferences [4]. The assumptions entering the Stage I and Stage II estimates are described in the text.

qiq̄j flavor quantum numbers due to the operator

C2
ij

Λ2
(q̄i,Lγ

µqj,L)
2 , (2)

one finds that

h ≃ 1.5
|Cij |2

|λt
ij |

2

(4π)2

GFΛ2
≃

|Cij |2

|λt
ij |

2

(

4.5TeV

Λ

)2

,

σ = arg
(

Cij λ
t∗
ij

)

, (3)

where λt
ij = V ∗

ti Vtj and V is the CKM matrix. We used
NLO expressions for the SM and LO for NP, and ne-
glected running for NP above the top mass. Operators
of different chiralities have conversion factors differing by
O(1) factors [6]. Minimal flavor violation (MFV), where
the NP contributions are aligned with the SM ones, cor-
respond to σ = 0 (mod π/2).
Analogously, in K mixing, we choose to parameterize

NP via an additive term to the so-called tt contribution
to MK

12 in the SM. This is justified by the short distance
nature of NP, by the fact that in many NP models the
largest contribution to MK

12 arise mostly via effects in-
volving the third generation (“23–31” mixing), and more
practically, since this allows one to maintain a consistent
normalization for NP across the three down-type neu-
tral meson systems. In this paper, D-meson mixing is
not considered, due to the large uncertainties related to
long-distance contributions.

Comments are in order concerning our assumption of
neglecting NP in charged current b → u, c transitions. If
a NP contamination is present and has a different chiral
structure than the SM, it will manifest itself by modify-
ing decay distributions, such as the lepton spectrum in
semileptonic B decays. On the contrary, if NP has the
same chiral structure as the SM, it cannot be physically
separated in the determination of ρ̄ and η̄. In such a case,
the extracted values of these parameters will not corre-
spond to their SM values. This discrepancy will propa-
gate to the NP fit, and will manifest itself as a nonzero
value for hd,s [7], with a specific pattern for hd,s and σd,s.

III. GENERIC FIT FOR Bd AND Bs MIXINGS

Table I shows all inputs and their uncertainties used in
our fit, performed using the CKMfitter package [4, 8, 9]
with its extension to NP in ∆F = 2 [10] (for other stud-
ies of such NP, see Refs. [5, 11–16]). We use standard
SM notation for the inputs, even for quantities affected
by NP in ∆F = 2 whose measurements should be rein-
terpreted to include NP contributions (e.g. α, β, βs).
We consider 2003 (before the first measurements of α
and γ) and 2013 (as of the FPCP 2013 conference), and
two future epochs, keeping in mind that any estimate of
future progress involves uncertainties on both experimen-
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2. Anomalies in Flavor Physics
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(Incomplete) List of Anomalies in Flavor Physics

⇠ 3.5� (g � 2)µ anomaly

⇠ 3.5� non-standard like-sign dimuon charge asymmetry

⇠ 3.5� enhanced B ! D(⇤)⌧⌫ rates

⇠ 3.5� suppressed branching ratio of Bs ! �µ+µ�

⇠ 3� tension between inclusive and exclusive determination of |Vub|

⇠ 3� tension between inclusive and exclusive determination of |Vcb|

2 � 3� anomaly in B ! K ⇤µ+µ� angular distributions

2 � 3� SM prediction for ✏0/✏ below experimental result

⇠ 2.5� lepton flavor non-universality in B ! Kµ+µ� vs. B ! Ke+e�

⇠ 2.5� non-zero h ! ⌧µ

Wolfgang Altmannshofer (UC) Theoretical Advances in Flavor Physics January 14, 2016 18 / 34

W. Almannshofer,  Talk at Aspen, Jan. 2016

Flavor anomalies

Status of flavor anomalies (subjective)

• Some would be unambiguous NP signals

Except for theoretically cleanest modes,
cross-checks needed to build robust case

– measurements of related observables

– independent theory / lattice calc.

• h ! ⌧µ: as soon as a new particle is dis-
covered, flavor questions arise

• Few of these are where NP was expected
to show up, even just 5–10 years ago 1 2 3 4

significance (σ)

f(
th
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re
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l
cl
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n

lin
es

s)

h→τμ
B→Ke+e-/B→Kμ+μ-

D0 μμ CP asym
B→D(*)τν

Bd→μμ

B→K *μ+μ- angular

Bs→ϕμ+μ-

|Vcb| incl/excl

|Vub| incl/excl

g-2

ϵ'/ϵ

• Each could be an hour talk...
(Good illustrations of how little we know, and how large deviations from SM are still allowed)

Z L – p. 4

Z. Ligeti,  Talk at Moriond QCD 2016



Situation as of last PDG version

4

How to measure |Vub| (exclusively)
• Semi-leptonic decays can be used to make precise 

measurements of  |Vub| 

• Factorise electroweak and strong parts of the decay:

5

Context and Motivation

Current B

s

! Kµ⌫ line

⇤

b

! pµ⌫ Line

Conclusion

Current Status of |V
ub

|

I Semi-Leptonic B Decays:
Inclusive (B̄ ! X

u

l ⌫̄
l

) Exclusive (B̄
0

! ⇡+l ⌫̄
l

)

Xu

l

v̄l

Vub

W�

B̄

b u

B̄0 ⇡+
d̄

b u

W�

l

⌫̄l

Vub

|V
ub

| = (4.41± 0.15+0.15
�0.17)⇥ 10�3 |V

ub

| = (3.23± 0.31)⇥ 10�3

I Leptonic B decays (B+ ! ⌧+⌫⌧ ):

B+

b̄

u

Vub

⌧+

⌫⌧

W+

William Sutcli↵e ⇤

b

! pµ⌫ 3/ 16

Having a ground state hadron, 
such as a pion, is useful to 

control theoretical uncertainties.

QCD part encompassed by form-
factor.

This has been a problem for a while

9

|
ub

|V
0.003 0.004 0.005

2004

2006

2008

2010

2012

2014

PDG
version

Exclusive Inclusive

• Leptonic measurement not precise enough to tell which 
one is which, but tends to prefer inclusive.

Exclusive (            )

Inclusive (              )

Satoshi Mishima (KEK)

Tension in Vub and Vcb measurements

B ! Xu`⌫

B ! ⇡`⌫

Lattice QCD/Light-cone sum rules

 |Vcb| :

OPE
Kinematical cut for background (             )
Shape function

b ! c`⌫

 |Vub| :

UTfit SM prediction:
(42.04±0.68) 10-3InclusiveExclusive B→D*Exclusive B→D

Latest&lattice&results&&
(FNAL/MILC+HPQCD)

form&factors&from&
HQSR,HQE,LCSR&&
for&exclusives&also&

available,&less&precise&
Mannel,&Uraltsev,&PG,&Khodjamirian&et&al

 Vcb  visual summary
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V
ub

history

There has been a long standing
discrepancy between the value of
|Vub| determined from exclusive
B! ⇡`⌫ and inclusive b! u`⌫
decays.

PDG 2014 reports

Inclusive : (4.41 ± 0.15 + 0.15
� 0.10) ⇥ 10�3

Exclusive : (3.28 ± 0.29) ⇥ 10�3

Average : (4.13 ± 0.49) ⇥ 10�3

CKMFitter uses
3.55 + 0.17

� 0.15 ⇥ 10�3,

UTFit 3.75 ± 0.46 ⇥ 10�3
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Using 2 fb�1 (2012) we measure

B(⇤0
b ! pµ⌫)q2>15 GeV/c2

B(⇤0
b ! ⇤+

c µ⌫)q2>7 GeV/c2

= (1.00 ± 0.04 ± 0.08) ⇥ 10�2

The result is |Vub| =
(3.27 ± 0.15 ± 0.17 ± 0.06) ⇥ 10�5

where the uncertainties are statistical,
experimental and from lattice.

We measure |Vub|/|Vcb|, while the
B factories measure |Vub| and |Vcb|
separately

‹ The puzzle is still alive
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Recent LHCb measurement

In the Standard Model (SM) of particle physics,
the decay of one quark to another by the emis-
sion of a virtualW boson is described by the 3⇥3
unitary Cabibbo-Kobayashi-Maskawa (CKM)
matrix [1, 2]. This matrix arises from the cou-
pling of the quarks to the Higgs boson. While
the SM does not predict the values of the four
free parameters of the CKM matrix, the mea-
surements of these parameters in di↵erent pro-
cesses should be consistent with each other. If
they are not, it is a sign of physics beyond the
SM. In global fits combining all available mea-
surements [3, 4], the sensitivity of the overall
consistency check is limited by the precision in
the measurements of the magnitude and phase
of the matrix element V

ub

, which describes the
transition of a b quark to a u quark.

The magnitude of V
ub

can be measured
via the semileptonic quark-level transition
b ! u`�⌫

`

. Semileptonic decays are used to
minimise the uncertainties arising from the in-
teraction of the strong force, described by quan-
tum chromodynamics (QCD), between the final-
state quarks. For the measurement of the mag-
nitude of V

ub

, as opposed to measurements of
the phase, all decays of the b quark, and the
equivalent b quark, can be considered together.
There are two complementary methods to per-
form the measurement. From an experimental
point of view, the simplest is to measure the
branching fraction (probability to decay to a
given final state) of a specific (exclusive) decay.
An example is the decay of a B0 (bd) meson
to the final state ⇡+`�⌫, where the influence
of the strong interaction on the decay, encom-
passed by a B0 ! ⇡+ form factor, is predicted
by non-perturbative techniques such as lattice
QCD (LQCD) [5] or QCD sum rules [6]. The
world average from Ref. [7] for this method, us-
ing the decays B0 ! ⇡+`�⌫ and B� ! ⇡0`�⌫,
is |V

ub

| = (3.28 ± 0.29) ⇥ 10�3, where the
most precise experimental inputs come from the
BaBar [8, 9] and Belle [10, 11] experiments. The

uncertainty is dominated by the LQCD calcula-
tions, which have recently been updated [12, 13]
and result in larger values of V

ub

than the average
given in Ref. [7]. The alternative method is to
measure the di↵erential decay rate in an inclusive
way over all possible B meson decays contain-
ing the b ! u`�⌫ quark level transition. This
results in |V

ub

| = (4.41± 0.15+0.15

�0.17

)⇥ 10�3 [14],
where the first uncertainty arises from the ex-
perimental measurement and the second from
theoretical calculations. The discrepancy be-
tween the exclusive and inclusive |V

ub

| determi-
nations is approximately three standard devi-
ations and has been a long-standing puzzle in
flavour physics. Several explanations have been
proposed, such as the presence of a right-handed
(vector plus axial-vector) coupling as an exten-
sion of the SM beyond the left-handed (vector
minus axial-vector) W coupling [15–18]. A simi-
lar discrepancy also exists between exclusive and
inclusive measurements of |V

cb

| (the coupling of
the b quark to the c quark) [14].

This article describes a measurement of the
ratio of branching fractions of the ⇤0

b

(bud)
baryon into the p`�⌫ and ⇤+

c

`�⌫ final states.
This is performed using proton-proton collision
data from the LHCb detector, corresponding to
2.0 fb�1 of integrated luminosity collected at a
centre-of-mass energy of 8TeV. The b ! u tran-
sition, ⇤0

b

! pµ�⌫
µ

, has not been considered be-
fore as ⇤0

b

baryons are not produced at an e+e�

B-factory; however, at the LHC, they consti-
tute around 20% of the b-hadrons produced [19].
These measurements together with recent LQCD
calculations [20] allow for the determination of
|V

ub

|2/|V
cb

|2 according to

|V
ub

|2

|V
cb

|2 =
B(⇤0

b

! pµ�⌫
µ

)

B(⇤0

b

! ⇤+

c

µ�⌫
µ

)
R

FF

(1)

where B denotes the branching fraction and R
FF

is a ratio of the relevant form factors, calcu-
lated using LQCD. This is then converted into a
measurement of |V

ub

| using the existing measure-

1

due to the uncertainty in the LQCD prediction.
Finally, using the world average |V

cb

| = (39.5±
0.8)⇥10�3 measured using exclusive decays [14],
|V

ub

| is measured as

|V
ub

| = (3.27± 0.15± 0.16± 0.06)⇥ 10�3 ,

where the first uncertainty is due to the exper-
imental measurement, the second arises from
the uncertainty in the LQCD prediction and
the third from the normalisation to |V

cb

|. As
the measurement of |V

ub

|/|V
cb

| already depends
on LQCD calculations of the form factors it
makes sense to normalise to the |V

cb

| exclusive
world average and not include the inclusive |V

cb

|
measurements. The experimental uncertainty is
dominated by systematic e↵ects, most of which
will be improved with additional data by a reduc-
tion of the statistical uncertainty of the control
samples.

The measured ratio of branching frac-
tions can be extrapolated to the full q2 re-
gion using |V

cb

| and the form factor pre-
dictions [20], resulting in a measurement of
B(⇤0

b

! pµ�⌫
µ

) = (4.1± 1.0)⇥ 10�4, where the
uncertainty is dominated by knowledge of the
form factors at low q2.

The determination of |V
ub

| from the mea-
sured ratio of branching fractions depends on
the size of a possible right-handed coupling [36].
This can clearly be seen in Fig. 4, which shows
the experimental constraints on the left-handed
coupling, |V L

ub

| and the fractional right-handed
coupling added to the SM, ✏

R

, for di↵erent mea-
surements. The LHCb result presented here is
compared to the world averages of the inclusive
and exclusive measurements. Unlike the case for
the pion in B0 ! ⇡+`�⌫ and B� ! ⇡0`�⌫ de-
cays, the spin of the proton is non-zero, allowing
an axial-vector current, which gives a di↵erent
sensitivity to ✏

R

. The overlap of the bands from
the previous measurements suggested a signifi-
cant right-handed coupling but the inclusion of
the LHCb |V

ub

| measurement does not support

Rε

3
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L ub
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Figure 4: Experimental constraints on the

left-handed coupling, |V L
ub| and the fractional

right-handed coupling, ✏R. While the overlap
of the 68% confidence level bands for the inclu-
sive [14] and exclusive [7] world averages of past
measurements suggested a right handed coupling
of significant magnitude, the inclusion of the LHCb
|V

ub

| measurement does not support this.

that.
In summary, a measurement of the ratio of

|V
ub

| to |V
cb

| is performed using the exclusive
decay modes ⇤0

b

! pµ�⌫
µ

and ⇤0

b

! ⇤+

c

µ�⌫
µ

.
Using a previously measured value of |V

cb

|, |V
ub

|
is determined precisely. The |V

ub

| measurement
is in agreement with the exclusively measured
world average from Ref. [7], but disagrees with
the inclusive measurement [14] at a significance
level of 3.5 standard deviations. The measure-
ment will have a significant impact on the global
fits to the parameters of the CKM matrix.

7

LQCD

 RH current?

in agreement with exclusive ones

Not consistent!
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An interesting possibility to ease the tension between various determinations of |Vub| is to allow
a small right-handed contribution to the standard model weak current. The present bounds on
such a contribution are fairly weak. We propose new ways to search for such a beyond standard
model contribution in semileptonic B ! ⇢`⌫̄ decay. Generalized asymmetries in one, two, or three
angular variables are introduced as discriminators, which do not require an unbinned analysis of
the fully di↵erential distribution, and a detailed study of the corresponding theoretical uncertainties
is performed. A discussion on how binned measurements can access all the angular information
follows, which may be useful in both B ! ⇢`⌫̄ and B ! K⇤`+`�, and possibly essential in the
former decay due to backgrounds. The achievable sensitivity from the available BABAR and Belle
data sets is explored, as well as from the anticipated 50 ab�1 Belle II data.

I. INTRODUCTION

There is a long standing persistent tension between
measurements of |Vub| from B decays in leptonic, inclu-
sive semileptonic, and exclusive semileptonic decay chan-
nels. In semileptonic decays, the di↵erence between the
inclusive determination and that based on B ! ⇡ `⌫̄ is
almost 3�. It is possible that the resolution of this is
related to not su�ciently understood theoretical or ex-
perimental issues, and future theory progress combined
with the anticipated much larger Belle II data sets will
yield better consistency. A precise determination of |Vub|
is crucial for improving tests of the standard model (SM)
and the sensitivity to new physics in B

0�B

0 mixing [1].
Another possibility, which received renewed attention

recently [2, 3], is that this tension can be eased by allow-
ing for a right-handed admixture to the SM weak current.
Such a contribution could arise from not yet discovered
TeV-scale new physics. In general, from a low energy ef-
fective theory point of view, the SM can be extended by
several new operators relevant for semileptonic decays,
suppressed by O(v2/⇤2) [4, 5], where ⇤ is a high scale
related to new physics. For simplicity, we consider the
e↵ective Lagrangian with only one new parameter,

L
e↵

= �4GFp
2
V

L
ub

�
ū�µPLb+ ✏R ū�µPRb

�
(⌫̄�µ

PL`) + h.c.,

(1)
where PL,R = (1⌥�

5

)/2. The SM is recovered as ✏R ! 0.
Since we consider observables with leading, linear, depen-
dence on Re (✏R), we assume it to be real in this paper,
unless indicated otherwise. This happens to be the ex-
pectation in models with flavor structures close to mini-
mal flavor violation. We do not consider b ! c`⌫ decay
in this paper, as the tension between the determinations
of |Vcb| is less severe, and the connection between b ! u

and b ! c transitions is model dependent (see, however,
Ref. [6]). To distinguish from determinations of |Vub|
assuming the SM, we refer to analyses which allow for

✏R 6= 0 as measurements of |V L
ub|.

The current measurements of |Vub| are summarized in
Table I, and their dependence on ✏R is indicated in the
three cases in which it is simple. The ⇢ and ! measure-
ments are from Ref. [8] using the theoretical predictions
of Ref. [9], and the two isospin-related ⇢ modes were av-
eraged assuming a 35% correlation of the systematic un-
certainties [8]. While we do not study the ! final state, it
could provide complementary information in the future
if lattice QCD calculations of the form factors become
available. For B ! Xu`⌫̄ the BLNP result was used.
The result of the �

2 fit for |V L
ub| � ✏R without and with

B ! ⇢ `⌫̄ are shown in Fig. 1.
The goal of this this paper is to devise observables

sensitive to new physics contributions in ✏R, without re-
quiring the measurement of the fully di↵erential decay
distribution. It is well-known from the literature on both
semileptonic and rare decays that a full description of the
four-body final state in B ! ⇢`⌫̄ depends on the dilepton
invariant mass, q2, and three angles. While we assume
that the neutrino four-momentum is reconstructed, past
studies of B ! D

⇤ [10, 11] and D ! ⇢ [12] semilep-
tonic decays show that for B ! ⇢`⌫̄, which has a much
smaller rate, the full angular analysis will be challenging
and may be many years in the future. Thus, it is inter-

Decay |Vub|⇥ 103 ✏R dependence

B ! ⇡ `⌫̄ 3.23± 0.30 1 + ✏R
B ! Xu`⌫̄ 4.39± 0.21

p
1 + ✏2R

B ! ⌧ ⌫̄⌧ 4.32± 0.42 1� ✏R

Decay B ⇥ 104

B ! ⇢ `⌫̄ 1.97± 0.16 (q2 < 12GeV2)

B ! ! `⌫̄ 0.61± 0.11 (q2 < 12GeV2)

TABLE I. The |Vub| measurements [7] used in the fit shown in
Fig. 1 and their dependence on ✏R. The branching fractions
are taken from Ref. [8]
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More on the RH current
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FIG. 1. The allowed |V L
ub|� ✏R regions. The black ellipse in the left (right) plot shows the result of a �2 fit using the first three

(four, excluding !) measurements in Table I. The fainter ellipse in the right plot is the same as that in the left plot.

Fit |V L
ub|⇥ 104 ✏R �2 / ndf Prob.

3 modes 4.07± 0.18 �0.17± 0.06 2.5 /1 0.11

4 modes 4.00± 0.17 �0.15± 0.06 4.5 /2 0.11

TABLE II. The results of the �2 fits to the first 3 and all
modes but ! in Table I. The correlation between |V L

ub| and ✏R
in the two fits are 0.01 and 0.01.

esting to explore how the best sensitivity to ✏R may be
obtained using current and near future data sets.

In Section II we discuss the decay rate distributions.
Besides investigating the well known forward-backward
asymmetry, we propose a generalized two-dimensional
asymmetry as a new observable that would be interest-
ing to measure. Additionally we explore the possibility
to extract the full information on the di↵erential rate
by considering asymmetries in all three angles simulta-
neously. In Section III we discuss the theoretical uncer-
tainties in existing form factor calculations. Using re-
sults from a light-cone sum rule calculation [9], we esti-
mate the correlations among the uncertainties. Then we
perform a simultaneous fit to a (simplified) series expan-
sion parametrization of the form factors. In Section IV
we discuss the best theoretical predictions to extract in-
formation on right-handed currents. We investigate the
discriminating contour for the two dimensional asymme-
try. We estimate the sensitivity both with the current
B-factory data, as well as with the anticipated Belle II
dataset to compare the various observables. We use this
information in Section V to explore the impact of the
sensitivity to right-handed currents by performing global
fits simultaneously to |V L

ub| and ✏R assuming di↵erent sce-
narios for both the current B-factory as well as expected
Belle II dataset. Section VI contains our conclusions.

II. POSSIBLE OBSERVABLES

Starting from the Lagrangian in Eq. (1), the B ! ⇢`⌫̄

decay is described by replacing in the matrix element
the vector (V ) and the three axial-vector (A

0,1,2) form
factors via

V ! (1 + ✏R)V , Ai ! (1� ✏R)Ai . (2)

(If Im ✏R = 0 then this can be done in the decay rate,
too.) Recently, the similar B ! K

⇤
`

+

`

� decay has re-
ceived a lot of attention, in which case the decay distribu-
tions are in exact analogy with B ! ⇢`⌫̄ (assuming that
the neutrino is reconstructed). It has been advocated [13]
to use the form factor relations proposed in the heavy
quark limit [14, 15] to construct observables, which are
ratios of terms in the fully di↵erential decay distribution,
to optimize sensitivity to new physics. However, the size
of perturbative and nonperturbative corrections to these
relations are subject to discussions [16–18]. Thus, other
recent papers [19] also have to resort to some extent to
QCD sum rule calculations to estimate the corrections to
the form factor relations, which we discuss in Sec. III.

A. The general parameterization

The fully di↵erential decay rate for the four-body de-
cay B ! ⇢(! ⇡⇡)`�⌫̄` can be written in terms of four
variables. These are conventionally chosen as the mo-
mentum transfer to the dilepton system, q2, and three
angles describing the relative orientation of the final state
particles. As usual, we choose ✓V as the angle of the ⇡

+

in the ⇢ restframe with respect to the ⇢ direction in the B
restframe. Similarly, ✓` is the angle of the `� in the dilep-
ton restframe with respect to the direction of the virtual
W

� in the B restframe. Finally � is the angle between
the decay planes of the hadronic and leptonic systems
in the B restframe. This convention coincides with the

Bernlochner, et al., arXiv:1408.2516  

|Vub|B!⌧⌫ / |1 � ✏R|

December 17, 2011 The SuperB  Project                          Steven Robertson  17

Leptonic decays
Tree-level probes of new physics in leptonic B decays:

" Potential enhancement or suppression of branching fraction by H+

" Precision measurements of both  B+"!+$  and  B+"µ+$  feasible 
at SuperB  (presumably B $ D(*) #&  also, but not yet studied)

W
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3. B! D
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B! D⇤⌧⌫

b c

q q

⌫⌧

⌧�

}D(⇤)B{
W�/H�

• In the Standard model, the only di↵erence between B! D(⇤)⌧⌫ and
B! D(⇤)µ⌫ is the mass of the lepton

• Theoretically clean - ⇠ 2% uncertainty for D⇤ mode

• Ratio R(D(⇤) = B(B! D(⇤)⌧⌫) / B(B! D(⇤)µ⌫) is sensitive to
charged Higgs

• Or non-MFV couplings favouring ⌧

• New measurement B! D⇤⌧⌫ with ⌧ ! µ⌫⌫ presented here for the first
time

Satoshi Mishima (KEK)
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Figure 1 shows the m2
miss and |p∗

ℓ | projections of the fit
to the four D(∗)ℓ samples. The fit describes the data well
and the observed differences are consistent with the sta-
tistical and systematic uncertainties on the signal PDFs
and background distributions.
We extract the branching fraction ratios as R(D(∗)) =

(Nsig/Nnorm)/(εsig/εnorm), where Nsig and Nnorm refer
to the number of signal and normalization events, re-
spectively, and εsig/εnorm is the ratio of their efficiencies
derived from simulations. Table I shows the results of the
fits for the four individual samples as well as an additional
fit in which we impose the isospin relations R(D0) =
R(D+) ≡ R(D) and R(D∗0) = R(D∗+) ≡ R(D∗). The
statistical correlations are −0.59 for R(D0) and R(D∗0),
−0.23 for R(D+) and R(D∗+), and −0.45 for R(D) and
R(D∗). We have verified that the values of R(D(∗)) from
fits to samples corresponding to different run periods are
consistent. We repeated the analysis varying the selec-
tion criteria over a wide range corresponding to changes
in the signal-to-background ratios between 0.3 and 1.3,
and also arrive at consistent values of R(D(∗)).
The largest systematic uncertainty affecting the fit re-

sults is due to the poorly understood B → D∗∗(ℓ/τ)ν
background. The PDFs that describe this contribution
are impacted by the uncertainty on the branching frac-
tions of the four B → D∗∗ℓν decays, the relative π0/π±

efficiency, and the branching fraction ratio of B → D∗∗τν
to B → D∗∗ℓν decays. These effects contribute to an un-
certainty of 2.1% on R(D) and 1.8% on R(D∗). We also
repeated the fit including an additional floating compo-
nent with the distributions of B → D(∗)ηℓν, nonresonant
B → D(∗)π(π)ℓν, and B → D∗∗(→ D(∗)ππ)ℓν decays.
The B → D∗∗(ℓ/τ)ν background is tightly constrained
by the D(∗)π0ℓ samples, and, as a result, all these fits
yield similar values for R(D(∗)). We assign the observed
variation as a systematic uncertainty, 2.1% for R(D) and
2.6% for R(D∗).
We also account for the impact of the uncertainties

described above on the relative efficiency of the B →
D∗∗(ℓ/τ)ν contributions to the signal and D(∗)π0ℓ sam-
ples. In addition, the BDT selection introduces an un-
certainty that we estimate as 100% of the efficiency cor-
rection that we determined from control samples. These
effects result in uncertainties of 5.0% and 2.0% on R(D)
and R(D∗), respectively.
The largest remaining uncertainties are due to the con-

tinuum and BB backgrounds [4.9% onR(D) and 2.7% on
R(D∗)], and the PDFs for the signal and normalization
decays (4.3% and 2.1%). The uncertainties in the effi-
ciency ratios εsig/εnorm are 2.6% and 1.6%; they do not
affect the significance of the signal and are dominated by
the limited size of the MC samples. Uncertainties due
to the FFs, particle identification, final-state radiation,
soft-pion reconstruction, and others related to the detec-
tor performance largely cancel in the ratio, contributing
only about 1%. The individual systematic uncertainties
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FIG. 2. (Color online) Comparison of the results of this anal-
ysis (light gray, blue) with predictions that include a charged
Higgs boson of type II 2HDM (dark gray, red). The SM cor-
responds to tanβ/mH+ = 0.

are added in quadrature to define the total systematic
uncertainty, reported in Table I.
There is a positive correlation between some of the

systematic uncertainties on R(D) and R(D∗), and, as a
result the correlation of the total uncertainties is reduced
to −0.48 forR(D0) andR(D∗0), to −0.15 forR(D+) and
R(D∗+), and to −0.27 for R(D) and R(D∗).
The statistical significance of the signal is determined

as Σstat =
√

2∆(lnL), where ∆(lnL) is the change in the
log-likelihood between the nominal fit and the no-signal
hypothesis. The statistical and dominant systematic un-
certainties are Gaussian. We estimate the overall signifi-

cance as Σtot = Σstat × σstat/
√

σ2
stat + σ∗2

syst, where σstat
is the statistical uncertainty and σ∗

syst is the total system-
atic uncertainty affecting the fit. The significance of the
B → Dτ−ντ signal is 6.8σ, the first such measurement
exceeding 5σ.
To compare the measured R(D(∗)) with the SM pre-

dictions we have updated the calculations in Refs. [8, 31]
taking into account recent FF measurements. Averaged
over electrons and muons, we find R(D)SM = 0.297 ±
0.017 and R(D∗)SM = 0.252±0.003. At this level of pre-
cision, additional uncertainties could contribute [8], but
the experimental uncertainties are expected to dominate.
Our measurements exceed the SM predictions for

R(D) and R(D∗) by 2.0σ and 2.7σ, respectively. The
combination of these results, including their −0.27 cor-
relation, yields χ2 = 14.6 for 2 degrees of freedom, corre-
sponding to a p value of 6.9×10−4. Thus, the possibility
of both the measuredR(D) and R(D∗) agreeing with the
SM predictions is excluded at the 3.4σ level [32].
Figure 2 shows the effect that a charged Higgs bo-

son of the type II 2HDM [7, 33] would have on R(D)
and R(D∗) in terms of the ratio of the vacuum expecta-
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BaBar

average

SM at tree level

NP (leptoquark, W’, scalar, etc.) at fairly low scale? 
visible at LHC ? 

BaBar: Type-II 2HDM and SM give nearly equally poor fits.

3.9�

R(D)SM = 0.297 ± 0.017

R(D⇤)SM = 0.252 ± 0.003
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FIG. 1. Goodness-of-fit for the coe�cients of individual operators from the measured R(D) and R(D⇤) ratios. Besides the
fits to the unprimed operators in Table II (left), we also show fits to primed operators not related by simple rescalings (right).
Faded regions for CSL indicate good fits to the observed rates excluded by the measurement of the q2 spectrum [2]. Note that
the �2 includes experimental and SM theory uncertainties, but not theory uncertainties on NP.
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FIG. 2. Goodness-of-fit for coe�cients of operators which can be generated from dimension-6 operators with fermion bilinears
having the same SM quantum numbers. The plots show 1-, 2-, and 3� allowed regions. Approximate regions of parameter
space excluded by the measurement of the q2 spectrum [2] are presented as faded regions, as in Fig. 1.

as rough guides only.)

As noted earlier, certain mediators can generate two
contributing operators simultaneously. Fig. 2 shows the
three such two-dimensional �2 fits. While any two rates
can be explained by fitting two operator coe�cients, the
existence of a solution consistent with all other con-
straints with a given flavor structure is nontrivial and
is the topic of the following section. A summary of all
coe�cients of best fit points with �

2
min < 5 and accept-

able q

2 spectra is provided in Table III.

Besides the branching ratios, additional model discrim-
ination comes from the q

2 spectra (especially in B̄ !
D⌧ ⌫̄), which are consistent with SM expectations [2, 3].
It is not possible to do a combined fit with publicly avail-
able data, because correlations among di↵erent q

2 bins
are unavailable. We follow Ref. [2] in eliminating cer-
tain models by comparing their predicted q

2 spectra with
the measurement. It was observed that two of the four
solutions in the CSR–CSL plane (Fig. 2, left plot) are

Coe�cient(s) Best fit value(s) (⇤ = 1 TeV)

CVL 0.18± 0.04, �2.88± 0.04

CT 0.52± 0.02, �0.07± 0.02

C00
SL

�0.46± 0.09

(CR, CL) (1.25,�1.02), (�2.84, 3.08)

(C0
VR

, C0
VL

) (�0.01, 0.18), (0.01,�2.88)

(C00
SR

, C00
SL

) (0.35,�0.03), (0.96, 2.41),

(�5.74, 0.03), (�6.34,�2.39)

TABLE III. Best-fit operator coe�cients with acceptable
q2 spectra and �2

min < 5. For the 1D fits in Fig. 1 we in-
clude the ��2 < 1 ranges (upper part), and show the central
values of the 2D fits in Fig. 2 (lower part).

excluded [2], as indicated by the faded regions. In the
C

0
VR

–C 0
VL

plane (middle plot), we find the measured q

2

spectra exclude regions that provide good fits to the total

3

Operator Fierz identity Allowed Current �Lint

OVL (c̄�µPLb) (⌧̄ �
µPL⌫) (1,3)0 (gq q̄L⌧�

µqL + g` ¯̀L⌧�
µ`L)W

0
µ

OVR (c̄�µPRb) (⌧̄ �
µPL⌫)

OSR (c̄PRb) (⌧̄PL⌫)

OSL (c̄PLb) (⌧̄PL⌫)

�
(1,2)1/2 (�dq̄LdR�+ �uq̄LuRi⌧2�

† + �`
¯̀
LeR�)

OT (c̄�µ⌫PLb) (⌧̄�µ⌫PL⌫)

O0
VL

(⌧̄ �µPLb) (c̄�
µPL⌫)  ! OVL

⌧
(3,3)2/3 � q̄L⌧�µ`LU

µ

O0
VR

(⌧̄ �µPRb) (c̄�
µPL⌫)  ! �2OSR

�
(3,1)2/3 (� q̄L�µ`L + �̃ d̄R�µeR)U

µ

O0
SR

(⌧̄PRb) (c̄PL⌫)  ! � 1
2OVR

O0
SL

(⌧̄PLb) (c̄PL⌫)  ! � 1
2OSL � 1

8OT (3,2)7/6 (� ūR`L + �̃ q̄Li⌧2eR)R

O0
T (⌧̄�µ⌫PLb) (c̄�µ⌫PL⌫)  ! �6OSL + 1

2OT

O00
VL

(⌧̄ �µPLc
c) (b̄c�µPL⌫)  ! �OVR

O00
VR

(⌧̄ �µPRc
c) (b̄c�µPL⌫)  ! �2OSR (3̄,2)5/3 (� d̄cR�µ`L + �̃ q̄cL�µeR)V

µ

O00
SR

(⌧̄PRc
c) (b̄cPL⌫)  ! 1

2OVL

⌧
(3̄,3)1/3 � q̄cLi⌧2⌧ `LS

O00
SL

(⌧̄PLc
c) (b̄cPL⌫)  ! � 1

2OSL + 1
8OT

�
(3̄,1)1/3 (� q̄cLi⌧2`L + �̃ ūc

ReR)S

O00
T (⌧̄�µ⌫PLc

c) (b̄c�µ⌫PL⌫)  ! �6OSL � 1
2OT

TABLE II. All possible four-fermion operators that can contribute to B̄ ! D(⇤)⌧ ⌫̄. Operators for which no quantum numbers
are given can only arise from dimension-8 operators in a gauge invariant completion. For other operators the interaction terms
which are subsequently integrated out are given. For the T operators we use the conventional definition of �µ⌫ = i[�µ, �⌫ ]/2.

single operator, while others can generate two simulta-
neously. Anticipating the large Wilson coe�cients neces-
sary to fit the observed R(D(⇤)) ratios, we focus on oper-
ators which can arise from dimension-6 gauge-invariant
terms. Operators which can only come from SM gauge
invariant dimension-8 terms or cannot be generated by
integrating out a low-spin mediator will be omitted. Such
contributions would be suppressed by additional powers
of v/⇤, or could only arise from strongly coupled NP.

We calculate the contributions of all operators in the
heavy quark limit [35]. Subleading corrections Our
method follows that of Ref. [36], and we rederived and
confirmed those results. (A missing factor of (1�m

2
`/q

2)
has to be inserted in Eq. (10) of Ref. [36].) We use the
most precise single measurement of the hA1 form fac-
tor [8], which equals the Isgur–Wise function in the heavy
quark limit.

Higher order corrections are neglected, except for
the following two e↵ects that are known to be signifi-
cant. For scalar operators a numerically sizable term,
(mB+mD⇤)/(mb+mc) ' 1.4, arises from hD⇤|c̄�5b|Bi =
�q

µhD⇤|c̄�µ�5b|Bi/(mb + mc). We also include the
leading-log scale dependence of scalar (here CS is either
CSL or CSR) and tensor currents [37] in fits to models
where they appear simultaneously,

CS(mb) =

✓
↵s(mt)

↵s(mb)

◆�12/23 ✓
↵s(M)

↵s(mt)

◆�12/21

CS(M) ,

CT (mb) =

✓
↵s(mt)

↵s(mb)

◆4/23 ✓
↵s(M)

↵s(mt)

◆4/21

CT (M) . (9)

For numerical calculations we use a reference scale M =
750 GeV. The sensitivity to this choice is small, as most
of the running occurs at low scales, between mb and mt.

To test the robustness of our results to O(⇤QCD/mc,b)
corrections, we varied the slope parameter of the Isgur–
Wise function, ⇢2, by ±0.2 (motivated by Ref. [38]), and
found less than 1� change in the results. We leave consid-
eration of O(⇤QCD/mc,b) corrections for the new physics,
of the sort carried out for 2HDMs in [39, 40], for future
work.

Figure 1 shows the results of �2 fits to R(D) and R(D⇤)
for each of the four-fermion operators in Table II individ-
ually. Here and below, our �2 includes experimental and
SM theory uncertainties, but does not include theory un-
certainties on NP, which are subdominant. Throughout,
we assume that no new large sources of CP violation
are present, i.e., we assume that the the phases of the
NP operators are aligned with the phase of the SM vec-
tor operator. A contribution from the OT operator or a
modification of the SM contribution proportional to OVL

(or any of its equivalents under Fierz identities) provide
good fits to the data. The OSL operator can also fit
the total rates, but it leads to q

2 spectra incompatible
with observations. The operator O00

SL
also gives a good

fit, which is not apparent from only considering the un-
primed operators. (Note that the measurements of R(D)
and R(D⇤) depend on the operator coe�cients, because
the decay distributions are modified by the new physics
contribution, a↵ecting the experimental e�ciencies and
the measured rates [1, 41]. This e↵ect cannot be included
in our fits, providing another reason to take the �2 values

e.g. leptoquarks
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Are we already seeing New Physics?
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There’s a handful of intruiguing 3–4� anomalies
Patrick Koppenburg Introduction 03/11/2015 — Implications Workshop [37 / 39]
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Lepton flavor non-universality?

Satoshi Mishima (KEK)

B ! D(⇤)⌧⌫

 Anomaly in LHCb data:

2.6�

RK =
B(B ! Kµµ)

B(B ! Kee)
= 0.745+0.090

�0.074 ± 0.036

but no visible non-universality between e and mu.

non-universality btw. e and mu!

a bunch of NP studies (Z’, leptoquarks, etc. with 
non-universal couplings)

3.9�

0709.4174
(RK)SM = 1.0003 ± 0.0001
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the angular analysis 

= 0, if hadronic contribution is switched off and C7 and C10 are 
real 

Optimized angular observables Talk by A. Paul
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Kruger, Matias (05); Egede et al. (08); Descotes-Genon et al. (13)

valid in the heavy quark limit ignoring       corrections 
and long-distance hadronic contribution.

↵s



Anomaly? LHCb, 1512.04442

DHMV = Descotes-Genon, Hofer, Matias & Virto (2014)
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Figure 8: The optimised angular observables in bins of q2, determined from a maximum likelihood
fit to the data. The shaded boxes show the SM prediction taken from Ref. [14].

24

2.8� 3.0�

In the �

2 fit, the correlations between the di↵erent observables are taken into account.
The floating parameters are Re(C9) and a number of nuisance parameters associated with
the form factors, CKM elements and possible sub-leading corrections to the amplitudes.
The sub-leading corrections to the amplitudes are expected to be suppressed by the size of
the b-quark mass relative to the typical energy scale of QCD. The nuisance parameters are
treated according to the prescription of Ref. [11] and are included in the fit with Gaussian
constraints. In the �

2 minimisation procedure, the value of each observable (as derived
from a particular choice of the theory parameters) is compared to the measured value.
Depending on the sign of the di↵erence between these values, either the lower or upper
(asymmetric) uncertainty on the measurement is used to compute the �

2.
The minimum �

2 corresponds to a value of Re(C9) shifted by �Re(C9) = �1.04± 0.25
from the SM central value of Re(C9) = 4.27 [11] (see Fig. 14). From the di↵erence in �

2

between the SM point and this best-fit point, the significance of this shift corresponds to
3.4 standard deviations. As discussed in the literature [9–12,14–21], a shift in C9 could be
caused by a contribution from a new vector particle or could result from an unexpectedly
large hadronic e↵ect.

If a fit is instead performed to the CP -averaged observables from the moment analysis
in the same q

2 ranges, then �Re(C9) = �0.68 ± 0.35 is obtained. As expected, the
uncertainty on �Re(C9) is larger than that from the likelihood fit. Taking into account the
correlations between the two methods, the values of �Re(C9) are statistically compatible.

)9C(Re
3 3.5 4 4.5

2
χ

∆

0

5

10

15

LHCb

SM

Figure 14: The ��2 distribution for the real part of the generalised vector-coupling strength, C9.
This is determined from a fit to the results of the maximum likelihood fit of the CP -averaged
observables. The SM central value is Re(CSM

9 ) = 4.27 [11]. The best fit point is found to be at
�Re(C9) = �1.04± 0.25.

30O9 = (s̄�µPLb)(¯̀�
µ`)

CNP
9 < 0

��CNP
9 /CSM

9

�� ⇠ 25%
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Long-distance hadronic contribution:
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Global fit to various           data b ! s

B(B ! Kµ+µ�), B(B ! Xsµ
+µ�), B(B ! K⇤�), B(B ! Xs�),

B(Bs ! �µ+µ�), B(Bs ! µ+µ�),

B(B ! K⇤µ+µ�), AFB, FL, P
0
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Figure 1 – Allowed regions in the Re(CNP
9 )-Re(CNP

10 ) plane (left) and the Re(CNP
9 )-Re(C0

9) plane (right). The blue
contours correspond to the 1 and 2� best fit regions from the global fit. The green and red contours correspond
to the 1 and 2� regions if only branching ratio data or only data on B ! K⇤µ+µ� angular observables is taken
into account.

(including braching ratios and non-LHCb measurements) into sets with data below 2.3 GeV2,
between 2 and 4.3 GeV2, between 4 and 6 GeV2, and above 15 GeV2 (the slight overlap of the
bins, caused by changing binning conventions over time, is of no concern as correlations are
treated consistently). The resulting 1� regions are shown in fig. 2 (the fit for the region between
6 and 8 GeV2 is shown for completeness as well but only as a dashed box because we assume
non-perturbative charm e↵ects to be out of control in this region and thus do not include this
data in our global fit). We make some qualitative observations, noting that these will have to
be made more robust by a dedicated numerical analysis.

• The NP hypothesis requires a q2 independent shift in C
9

. At roughly 1�, this hypothesis
seems to be consistent with the data.

• If the tensions with the data were due to errors in the form factor determinations, naively
one should expect the deviations to dominate at one end of the kinematical range where
one method of form factor calculation (lattice at high q2 and LCSR at low q2) dominates.
Instead, if at all, the tensions seem to be more prominent at intermediate q2 values where
both complementary methods are near their domain of validity and in fact give consistent
predictions15.

• There does seem to be a systematic increase of the preferred range for C
9

at q2 below
the J/ resonance, increasing as this resonance is approached. Qualitatively, this is the
behaviour expected from non-factorizable charm loop contributions. However, the central
value of this e↵ect would have to be significantly larger than expected on the basis of
existing estimates 20,21,22,23,24, as conjectured earlier 23.

Concerning the last point, it is important to note that a charm loop e↵ect does not have to
modify the H� and H

0

helicity amplitudese in the same way (as a shift in C
9

induced by NP
would). Repeating the above exercise and allowing a q2-dependent shift of C

9

only in one of
these amplitudes, one finds that the resulting corrections would have to be huge and of the same
sign. It thus seems that, if the tensions are due to a charm loop e↵ect, this must contribute to
both the H� and H

0

helicity amplitude with the same sign as a negative NP contribution to C
9

.

eThe modification of the H+ amplitude is expected to be suppressed 22,24.

Altmannshofer & Straub, arXiv:1503.06199

Implications of b ! s measurements a

Wolfgang Altmannshofer1 and David M. Straub2,b
1 Perimeter Institute for Theoretical Physics, 31 Caroline St. N, Waterloo, Ontario, Canada N2L 2Y5

2 Excellence Cluster Universe, TU München, Boltzmannstr. 2, 85748 Garching, Germany

The recent updated angular analysis of the B ! K⇤µ+µ� decay by the LHCb collaboration
is interpreted by performing a global fit to all relevant measurements probing the flavour-
changing neutral current b ! sµ+µ� transition. A significant tension with Standard Model
expectations is found. A solution with new physics modifying the Wilson coe�cient C9 is
preferred over the Standard Model by 3.7�. The tension even increases to 4.2� including
also b ! se+e� measurements and assuming new physics to a↵ect the muonic modes only.
Other new physics benchmarks are discussed as well. The q2 dependence of the shift in C9 is
suggested as a means to identify the origin of the tension – new physics or an unexpectedly
large hadronic e↵ect.

1 Introduction

Rare B and Bs decays based on the b ! s flavour-changing neutral current transition are sen-
sitive to physics beyond the Standard Model (SM). Recent measurements at the LHC, comple-
menting earlier B-factory results, have hugely increased the available experimental information
on these decays. Interestingly, several tensions with SM predictions have shown up in the data,
most notably

• several tensions at the 2–3� level in B ! K⇤µ+µ� angular observables in 1 fb�1 of LHCb
data taken during 2011 1;

• a 2.6� deviation from lepton flavour universality (LFU) in B+ ! K+`+`� decays measured
by LHCb, including the full 3 fb�1 dataset 2.

Several model-independent theoretical analyses 3,4,5,6,7,8,9,10 have shown that both anomalies
could be explained by new physics (NP). Today, the LHCb collaboration has released an update
of the analyis of B ! K⇤µ+µ� angular observables based on the full 3 fb�1 dataset 11, finding a
significant tension in particular in the angular observable P 0

5

. The aim of this talk is to interpret
these measurements by performing a global model-independent fit to all available data. The
results are updates of an analysis published recently 12 (and building on earlier work 13,14,4),
incorporating the new LHCb measurements. Crucially, the fit makes use of a combined fit 15 to
B ! K⇤ form factors from light-cone sum rules 15 and lattice QCD 16,17 published recently.

2 Model-independent analysis

2.1 Fit methodology

The e↵ective Hamiltonian for b ! s transitions can be written as

H
e↵

= �4GFp
2
VtbV

⇤
ts

e2

16⇡2

X

i

(CiOi + C 0
iO

0
i) + h.c. (1)

Considering NP e↵ects in the following set of dimension-6 operators,

O
7

=
mb

e
(s̄�µ⌫PRb)F

µ⌫ , O0
7

=
mb

e
(s̄�µ⌫PLb)F

µ⌫ , (2)

O
9

= (s̄�µPLb)(¯̀�
µ`) , O0

9

= (s̄�µPRb)(¯̀�
µ`) , (3)

O
10

= (s̄�µPLb)(¯̀�
µ�

5

`) , O0
10

= (s̄�µPRb)(¯̀�
µ�

5

`) , (4)

aTalk presented at the 50th Rencontres de Moriond (Electroweak Session), La Thuile, 20 March 2015.
bSpeaker.
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Pulls

Decay obs. q2 bin SM pred. measurement pull

B̄0 ! K̄⇤0µ+µ� FL [2, 4.3] 0.81± 0.02 0.26± 0.19 ATLAS +2.9

B̄0 ! K̄⇤0µ+µ� FL [4, 6] 0.74± 0.04 0.61± 0.06 LHCb +1.9

B̄0 ! K̄⇤0µ+µ� S
5

[4, 6] �0.33± 0.03 �0.15± 0.08 LHCb �2.2

B̄0 ! K̄⇤0µ+µ� P 0
5

[1.1, 6] �0.44± 0.08 �0.05± 0.11 LHCb �2.9

B̄0 ! K̄⇤0µ+µ� P 0
5

[4, 6] �0.77± 0.06 �0.30± 0.16 LHCb �2.8

B� ! K⇤�µ+µ� 107 dBR

dq2 [4, 6] 0.54± 0.08 0.26± 0.10 LHCb +2.1

B̄0 ! K̄0µ+µ� 108 dBR

dq2 [0.1, 2] 2.71± 0.50 1.26± 0.56 LHCb +1.9

B̄0 ! K̄0µ+µ� 108 dBR

dq2 [16, 23] 0.93± 0.12 0.37± 0.22 CDF +2.2

Bs ! �µ+µ� 107 dBR

dq2 [1, 6] 0.48± 0.06 0.23± 0.05 LHCb +3.1

Table 1: Observables where a single measurement deviates from the SM by 1.9� or more (cf. 15 for the B !
K⇤µ+µ� predictions at low q2).

one can construct a �2 function which quantifies, for a given value of the Wilson coe�cients,
the compatibility of the hypothesis with the experimental data. It reads

�2( ~CNP) =
h
~O
exp

� ~O
th

( ~CNP)
iT

[C
exp

+ C
th

]�1

h
~O
exp

� ~O
th

( ~CNP)
i
. (5)

where O
exp,th

and C
exp,th

are the experimental and theoretical central values and covariance
matrices, respectively. All dependence on NP is encoded in the NP contributions to the Wilson
coe�cients, CNP

i = Ci � CSM

i . The NP dependence of C
th

is neglected, but all correlations
between theoretical uncertainties are retained. Including the theoretical error correlations and
also the experimental ones, which have been provided for the new angular analysis by the LHCb
collaboration, the fit is independent of the basis of observables chosen (e.g. P 0

i vs. Si observables).
In other words, the “optimization” 18 of observables is automatically built in.

In total, the �2 used for the fit contains 88 measurements of 76 di↵erent observables by 6
experiments (see the original publication4 for references). The observables include B ! K⇤µ+µ�

angular observables and branching ratios as well as branching ratios of B ! Kµ+µ�, B !
Xsµ+µ�, Bs ! �µ+µ�, B ! K⇤�, B ! Xs�, and Bs ! µ+µ�.

2.2 Compatibility of the SM with the data

Setting the Wilson coe�cients to their SM values, we find �2

SM

⌘ �2(~0) = 116.9 for 88 mea-
surements, corresponding to a p value of 2.1%. Including also b ! se+e� observablesc the �2

deteriorates to 125.8 for 91 measurements, corresponding to p = 0.91%. The observables with
the biggest individual tensions are listed in table 1. It should be noted that the observables
in this table are not independent. For instance, of the set (S

5

, FL, P 0
5

), only the first two are
included in the fit as the last one can be expressed as a function of them18,d.

cWe have not yet included the recent measurement 19 of B ! K⇤e+e� angular observables at very low q2.
Although these observables are not sensitive to the violation of LFU, being dominated by the photon pole, they
can provide important constraints on the Wilson coe�cients C(0)

7 .
dIncluding the last two instead leads to equivalent results since we include correlations as mentioned above;

this has been checked explicitly.

Altmannshofer & Straub, arXiv:1503.06199

Satoshi Mishima (KEK)

P 0
5 =

S5p
FL(1 � FL)
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Implications for the New Physics Scale

1
⇤2

NP
generic tree

1
⇤2

NP
MFV tree

1
⇤2

NP
generic loop

1
⇤2

NP
MFV loop

1
⇤2

NP
(s̄�⌫PLb)(µ̄�⌫µ)

1
⇤2

NP
VtbV ⇤

ts (s̄�⌫PLb)(µ̄�⌫µ)

1
⇤2

NP

1
16⇡2 (s̄�⌫PLb)(µ̄�⌫µ)

1
⇤2

NP

1
16⇡2 VtbV ⇤

ts (s̄�⌫PLb)(µ̄�⌫µ)

⇤NP ' 35 TeV ⇥ (CNP
9 )�1/2 1

⇤2
NP

⇤NP ' 7 TeV ⇥ (CNP
9 )�1/2 1

⇤2
NP

⇤NP ' 3 TeV ⇥ (CNP
9 )�1/2 1

⇤2
NP

⇤NP ' 0.6 TeV ⇥ (CNP
9 )�1/2 1

⇤2
NP

(assumes New Physics has O(1) coupling to muons)

Wolfgang Altmannshofer (UC) Theoretical Advances in Flavor Physics January 14, 2016 28 / 34

Implications to NP scale
W. Almannshofer,  Talk at Aspen, Jan. 2016



Signs of contributions to coefficients
Descotes-Genon, et al., arXiv:1510.04239

RK hP 0
5i[4,6],[6,8] BBs!�µµ

CNP
9

+

� X X X

CNP
10

+ X X
� X

CNP
90

+ X
� X X

CNP
100

+ X X
� X

Table 9: Signs of contributions to Wilson coe�cients needed to explain the di↵erent

anomalies observed in b ! sµµ observables. A checkmark (X) indicates that a shift

in the Wilson coe�cient with this sign moves the prediction in the right direction to solve

the corresponding anomaly. The Wilson coe�cients considered here correspond to the

b ! sµµ e↵ective Hamiltonian (we assume that no NP enters b ! see).

form factors, a di↵erent approach to the computation (soft form factors versus full form

factors), di↵erent angular observables and di↵erent estimates of hadronic uncertainties

(power corrections, charm contribution). While our method is to a large extent inde-

pendent of the modeling of non-perturbative e↵ects but has to rely on an estimation

of subleading contributions based on dimensional arguments, the analysis in Ref. [13] is

based on (and limited to) a particular non-perturbative LCSR calculation. Strengths and

weaknesses of the two approaches are of complementary nature, and the comparison of

the obtained results is thus a useful cross-check to the hypotheses that two analyses rely

on.

While the observables Si become competitive to the Pi in a global fit, where their LO

form-factor dependence gets cured thanks to correlations, the Pi exhibit a much larger

sensitivity to NP on the level of the individual observables as they are shielded to a large

extent from hadronic uncertainties. Whereas for example the observable P 0
5 can be pre-

dicted in the SM with a precision of ⇠ 10%, basically independently of the underlying

form factor parametrisation, predictions for S5 can develop uncertainties up to ⇠ 40%

depending on the form factors used as input. This feature makes the experimental mea-

surement of the observables Pi indispensable in the search for NP where it will be essential

to find apart from global tensions in combined fits also some clear-cut discrepancies in

individual observables.

The results we obtained from our fits are particularly encouraging as they show that at

the level of the Wilson coe�cients several NP scenarios provide a consistent explanation

of the deviations observed in b ! s`` transitions. On the other hand, the most favoured

48
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Possible interpretations

K⇤B

`

�
`

O � Hhad
e�

O9 = (s̄�µPLb)(¯̀�
µ`)CNP

9 < 0

c

Z ′

b
s

µ+

µ−

 NP contribution, e.g., from Z’

 Underestimate of SM uncertainty    
from long-distance charm loops
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SM or NP?
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Figure 17: Determination of C9 from the reference fit restricted to the data available in a

given q2-region. We present the scenarios where NP enters C9 and: all other coe�cients

remain SM only (top), CNP
9 = �CNP

90 (center), CNP
9 = �CNP

10 (bottom). See also Ref. [14].

6 Conclusions and perspectives

Flavour-Changing Neutral Currents are an old favourite in the search for NP. The recent

measurements performed at LHCb with 3 fb�1 have provided a very intriguing pattern

of deviations from SM predictions in b ! s`` transitions. After the discrepancy initially

46

CNP
9

CNP
9 = �CNP 0

9

CNP
9 = �CNP

10

Descotes-Genon, et al., arXiv:1510.04239

No conclusive evidence for 
a q2 dependence!

NP is independent of q2



Results from HEPfit

P 0
5 =

S5p
FL(1 � FL)

Figure 1. Results of the full fit and experimental results for the B ! K⇤µ+µ� angular observables.
Here and in the following, we use darker (lighter) colours for the 68% (95%) probability regions.
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Observable q

2 bin [GeV2] measurement full fit prediction pull

A
FB

[0.1, 0.98] �0.004± 0.059 �0.101± 0.006 �0.103± 0.007 -
[1.1, 2.5] �0.196± 0.074 �0.193± 0.019 �0.201± 0.023 -
[2.5, 4] �0.125± 0.082 �0.079± 0.022 �0.077± 0.024 -
[4, 6] 0.025± 0.050 0.046± 0.026 0.059± 0.031 -
[6, 8] 0.152± 0.041 0.134± 0.034 0.121± 0.070 -

F
L

[0.1, 0.98] 0.264± 0.048 0.280± 0.036 0.268± 0.038 -
[1.1, 2.5] 0.667± 0.084 0.698± 0.029 0.686± 0.035 -
[2.5, 4] 0.874± 0.094 0.744± 0.025 0.736± 0.028 -
[4, 6] 0.610± 0.056 0.657± 0.026 0.671± 0.030 -
[6, 8] 0.577± 0.047 0.571± 0.034 0.525± 0.070 -

S3

[0.1, 0.98] �0.036± 0.063 0.001± 0.008 0.002± 0.008 -
[1.1, 2.5] �0.085± 0.097 �0.001± 0.013 0.002± 0.014 -
[2.5, 4] 0.043± 0.094 �0.013± 0.010 �0.015± 0.010 -
[4, 6] 0.036± 0.068 �0.032± 0.015 �0.033± 0.015 -
[6, 8] �0.043± 0.059 �0.052± 0.028 �0.016± 0.052 -

S4

[0.1, 0.98] 0.084± 0.069 0.013± 0.025 �0.012± 0.025 -
[1.1, 2.5] �0.077± 0.112 �0.032± 0.015 �0.041± 0.018 -
[2.5, 4] �0.240± 0.138 �0.089± 0.010 �0.088± 0.011 -
[4, 6] �0.218± 0.085 �0.120± 0.008 �0.119± 0.009 -
[6, 8] �0.296± 0.066 �0.132± 0.009 �0.114± 0.018 -

S5

[0.1, 0.98] 0.171± 0.062 0.275± 0.030 0.302± 0.026 -
[1.1, 2.5] 0.135± 0.096 0.181± 0.048 0.217± 0.061 -
[2.5, 4] �0.019± 0.107 �0.057± 0.044 �0.066± 0.049 -
[4, 6] �0.146± 0.078 �0.180± 0.040 �0.200± 0.046 -
[6, 8] �0.249± 0.063 �0.234± 0.049 �0.154± 0.105 -

S7

[0.1, 0.98] 0.016± 0.058 �0.042± 0.017 �0.044± 0.017 -
[1.1, 2.5] �0.225± 0.099 �0.069± 0.045 �0.037± 0.052 -
[2.5, 4] 0.072± 0.116 �0.058± 0.050 �0.087± 0.056 -
[4, 6] �0.018± 0.082 �0.045± 0.044 �0.047± 0.054 -
[6, 8] �0.045± 0.064 �0.047± 0.052 �0.004± 0.112 -

S8

[0.1, 0.98] 0.079± 0.078 0.006± 0.028 0.000± 0.025 -
[1.1, 2.5] �0.106± 0.115 �0.003± 0.018 �0.010± 0.018 -
[2.5, 4] 0.028± 0.125 �0.004± 0.012 �0.004± 0.013 -
[4, 6] 0.170± 0.095 �0.002± 0.015 �0.006± 0.014 -
[6, 8] �0.086± 0.073 0.001± 0.021 0.009± 0.029 -

S9

[0.1, 0.98] �0.083± 0.060 �0.002± 0.007 0.001± 0.007 -
[1.1, 2.5] �0.126± 0.094 �0.001± 0.014 �0.000± 0.014 -
[2.5, 4] �0.101± 0.117 0.001± 0.009 0.001± 0.010 -
[4, 6] �0.032± 0.073 �0.001± 0.014 0.003± 0.014 -
[6, 8] �0.026± 0.061 �0.007± 0.032 �0.018± 0.052 -

BR · 107
[0.1, 2] 0.58± 0.09 0.65± 0.04 0.66± 0.85 0.5
[2, 4.3] 0.29± 0.05 0.34± 0.03 0.36± 0.04 0.9

[4.3, 8.68] 0.47± 0.07 0.48± 0.05 0.50± 0.12 0.1

BR

B!K

⇤
�

· 105 4.33± 0.15 4.35± 0.14 4.75± 0.57 0.7

P 0
5

[0.1, 0.98] 0.392± 0.146 0.781± 0.101 0.872± 0.087 -
[1.1, 2.5] 0.297± 0.209 0.409± 0.104 0.485± 0.129 -
[2.5, 4] �0.076± 0.351 �0.133± 0.103 �0.153± 0.115 -
[4, 6] �0.301± 0.157 �0.383± 0.087 �0.430± 0.102 -
[6, 8] �0.505± 0.120 �0.477± 0.102 �0.314± 0.215 -

Table 2. Experimental results (with symmetrized errors), results from the full fit, predictions and
pulls (for uncorrelated observables only; see Tab. 4 for the remaining ones) for B ! K⇤µ+µ� BR’s
and angular observables. The predictions are obtained removing the corresponding observable from
the fit. For the angular observables, since their measurements are correlated in each bin, we remove
from the fit the experimental information on all angular observables in one bin at a time to obtain
the predictions. See the text for details. We also report the results for BR(B ! K⇤�) (including
the experimental value from ref. [64, 72–74]) and for the optimized observable P 0

5. The latter is
however not explicitly used in the fit as a constraint, since it is not independent of FL and S5.

The reader may wonder how the results presented so far depend on our assumptions
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No significant discrepancy!

M. Ciuchini, M. Fedele, E. Franco, S.M. , A. Paul, 
L. Silvestrini & M. Valli, arXiv:1512.07157

Non-factorizable charm loop has been fitted from the data. 
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Figure 3. Results of the fit for |eg1,2,3| defined in ref. [46] as a function of q2 together with the
phenomenological parametrization suggested in the same paper.

Parameter Absolute value Phase (rad)

h
(0)
0 (5.3± 2.4) · 10�4

3.44± 0.78

h
(1)
0 (3.4± 2.6) · 10�4 �0.07± 1.1

h
(2)
0 (3.5± 3.0) · 10�5

3.1± 1.7

h
(0)
+ (4.0± 4.0) · 10�5 �0.1± 1.5

h
(1)
+ (1.3± 9.7) · 10�5 �0.7± 1.3

h
(2)
+ (2.5± 1.8) · 10�5

2.9± 1.4

h
(0)
� (2.4± 1.5) · 10�4

1.83± 0.66 [ 4.73± 0.88

h
(1)
� (1.2± 9.3) · 10�5 �0.93± 0.70 [ 1.15± 0.92

h
(2)
� (2.5± 1.5) · 10�5

0.05± 1.0

Table 7. Results for the parameters defining the nonfactorizable power corrections h� obtained
without using the numerical information from ref. [46].
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Fit result of the hadronic contributions

NP contribution in C7 and/or C9 cannot 
reproduce such a q2 growing behaviour.

DISCLAIMER

g̃ ⌘ �C(non pert.)

9 /(2C1)

EXTRACTING THE NON-PERTURBATIVE
HADRONIC CONTRIBUTION

see arXiv:1006.4945

20

The hadronic cont’s extracted from the data are 
compatible with the LCSR estimate for                    
and seem to grow towards charm resonances. 

q2 . 1 GeV2
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Figure 2. P.d.f. for the hadronic parameter |h(2)
� | obtained using the numerical information from

ref. [47] for q2  1 GeV2.

We close this section by comparing the above scenarios using the Information Criterion
[76, 77], defined as

IC = �2logL+ 4�2
logL , (3.1)

where logL is the average of the log-likelihood and �2
logL is its variance. Preferred models

are expected to give smaller IC values. If we ignore the constraints from the calculation
in ref. [47], we obtain IC ⇠ 78; using the calculation of ref. [47] at q2  1 GeV2 yields
IC ⇠ 87; doing the same but dropping the h

(2)
�

terms gives IC ⇠ 92, while using the model
of ref. [47] over the full q2 range yields IC ⇠ 120. This confirms that the phenomenological
model proposed in ref. [47] does not give a satisfactory description of experimental data,
while the Standard Model supplemented with the hadronic corrections in eq. (2.6) provides
a much better fit, even when the results of ref. [47] at q2  1 GeV2 are used. In this case,
a nonvanishing q4 term is preferred.

– 10 –

Fit result of the hadronic contributions

Parameter Absolute value Phase (rad)

h
(0)
0 (5.3± 2.2) · 10�4

3.41± 0.74

h
(1)
0 (2.3± 1.7) · 10�4 �0.1± 1.2

h
(2)
0 (2.7± 2.1) · 10�5 �0.1± 1.7

h
(0)
+ (7.0± 6.3) · 10�6

0.0± 1.7

h
(1)
+ (4.1± 3.0) · 10�5 �0.9± 1.6

h
(2)
+ (1.6± 1.1) · 10�5

3.0± 1.6

h
(0)
� (4.7± 2.0) · 10�5

3.2± 1.5

h
(1)
� (4.9± 3.6) · 10�5

0.0± 1.8

h
(2)
� (2.7± 1.1) · 10�5

0.01± 0.76

Table 6. Results for the parameters defining the nonfactorizable power corrections h� obtained
using the numerical information from ref. [46] for q2  1 GeV2.
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Figure 2. P.d.f. for the hadronic parameter |h(2)
� | obtained using the numerical information from

ref. [46] for q2  1 GeV2 .
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approximation worsens as q2 increases and breaks down at q2 ⇠ 4m2
c

, as each additional
soft gluon exchange is suppressed by a factor 1/(q2�4m2

c

). In ref. [46] the authors proposed
also a phenomenological model interpolating their result at q2 ⇠ 1 GeV2 with a description
of the resonant region based on dispersion relations. While this model is reasonable, clearly
there are large uncertainties in the transition region from q2 ⇠ 4 GeV2 to m2

J/ 

. Therefore,
we consider the result of ref. [46] at q2 . 1 GeV2 as an estimate of the charm loop effect,
but allow for larger effects as q2 grows and reaches values of O(4m2

c

).
While Qc

1,2 are expected to dominate the h ¯K⇤�⇤|Hhad
e↵ | ¯Bi matrix element, the effect of

all operators in the hadronic Hamiltonian can be reabsorbed in the following parameteri-
zation, generalizing the one in ref. [47]:

h
�

(q2) =

✏⇤
µ

(�)

m2
B

Z
d4xeiqxh ¯K⇤|T{jµem(x)Hhad

e↵ (0)}| ¯Bi

= h
(0)
�

+

q2

1GeV

2h
(1)
�

+

q4

1GeV

4h
(2)
�

, (2.6)

where � = +,�, 0 represents the helicity. Notice that h(0)
�

and h
(1)
�

could be reinterpreted as
a modification of C7 and C9 respectively, while the term h

(2)
�

that we introduce to allow for a
growth of long-distance effects when approaching the charm threshold cannot be reabsorbed
in a shift of the Wilson coefficients of the operators in eq. (2.1). We notice here the crucial
point regarding NP searches in these processes: one cannot use data to disentangle long-
distance contributions such as h

(0,1)
�

from possible NP ones, except, of course, for NP-
induced CP-violating effects and/or NP contributions to operators other than C7,9. Thus,
in the absence of a more accurate theoretical estimate of h

�

(q2) over the full kinematic
range it is hardly possible to establish the presence of NP in C7,9, unless its contribution is
much larger than hadronic uncertainties. In this work we show that hadronic contributions
are sufficient to reproduce the present data once all the uncertainties are properly taken into
account. We conclude that, given the present hadronic uncertainties, the NP sensitivity
of these decays is washed out. In order to recover it, a substantial reduction of these
uncertainties is needed. This however requires a theoretical breakthrough in the calculation
of the hadronic amplitude in eq. (2.6).

The h
�

(q2) are related to the g̃Mi functions defined in ref. [46] as follows:

g̃M1
= � 1

2C1

16m3
B

(m
B

+m
K

⇤
)⇡2

p
�(q2)V (q2)q2

�
h�(q

2
)� h+(q

2
)

�
,

g̃M2
= � 1

2C1

16m3
B

⇡2

(m
B

+m
K

⇤
)A1(q2)q2

�
h�(q

2
) + h+(q

2
)

�
, (2.7)

g̃M3
=

1

2C1

"
64⇡2m3

B

m
K

⇤
p
q2(m

B

+m
K

⇤
)

�(q2)A2(q2)q2
h0(q

2
)

�16m3
B

⇡2
(m

B

+m
K

⇤
)(m2

B

� q2 �m2
K

⇤)

�(q2)A2(q2)q2
�
h�(q

2
) + h+(q

2
)

��
,

where the form factor definition is given in Appendix A. Notice that the nonfactorizable
contribution to �Ci

9(q
2
) is given by 2C1g̃

M
i . For the reader’s convenience, we also give the

– 4 –

The first and second terms could be reinterpreted as 
a modification of C7 and C9, respectively. 

disfavors NP 
interpretation?
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"0/"

RBC-UKQCD collaborations, 1505.07863

Amplitude Lattice QCD Exp. data
ReA

0

[10�7 GeV] 4.66± 1.00± 1.26 [3] 3.322± 0.001 [1]
ImA

0

[10�11 GeV] �1.90± 1.23± 1.08 [3] —
ReA

2

[10�8 GeV] 1.50± 0.04± 0.14 [15] 1.479± 0.003 [1]
ImA

2

[10�13 GeV] �6.99± 0.20± 0.84 [15] —

Table 3:

3.1.2 "0/"

The RBC-UKQCD collaborations have used the following definition for the K ! ⇡⇡ amplitudes:
p
2A

I

ei�I = h(⇡⇡)
I

|H
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|K0i (7)

with I = 0, 2.

hQ
i
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The CP-violating parameter "0/" is given by

"0

"
= Im�

t

· F
"

0(v) , (10)

where F
"

0(v) is real in the MFV. The function F
"

0(v), with v representing the masses of heavy particles
and parameters in NP, is a linear combination of the so-called master functions:

F
"

0(v) = P
0

+ P
X

X(v) + P
Y

Y (v) + P
Z

Z(v) + P
E

E(v) . (11)

How to include NP contribution in a consistent way? The one-loop SM contributions to the
functions X(v), Y (v), Z(v) and E(v), denoted with the subscript 0, are given by

X
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t
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x
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where x
t

= m2

t

(µ
t

)/M2

W

with µ
t

⇠ O(M
t

). The coe�cients P
i

, which depend on the hadronic param-
eters as well as on the strong coupling constant ↵

s

, are parameterized in terms of the bag parameters

B(1/2)

6

and B(3/2)

8

:

P
i

= r(0)
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Notes on K and B physics with the minimal flavor violation

Satoshi Mishima

Institute of Particle and Nuclear Studies,
High Energy Accelerator Research Organization (KEK), Tsukuba 305-0801, Japan

Abstract

We study ...

1 Constrained minimal flavor violation

1.1 Penguin-box expansion

2 CKM elements

We use the following relation for Im�
t

:

Re�
t

= Re[V ⇤
ts

V
td

] = Re
⇥
(�A�2)[A�3(1� ⇢� i⌘)]

⇤
= �A�2A�3

p
⇢2 + ⌘2

1� ⇢p
⇢2 + ⌘2

= |V
cb

||V
ub

| sin�
3

,

(1)

Im�
t

= Im[V ⇤
ts

V
td

] = Im
⇥
(�A�2)[A�3(1� ⇢� i⌘)]

⇤
= A�2A�3

p
⇢2 + ⌘2

⌘p
⇢2 + ⌘2

= |V
cb

||V
ub

| sin�
3

,

(2)

where �
3

is given by

�
3

= arg

✓
�

V
ud

V ⇤
ub

V
cd

V ⇤
cb

◆
= arg

 
⇢+ i⌘p
⇢2 + ⌘2

!
= asin

 
⌘p

⇢2 + ⌘2

!
. (3)

3 Kaon physics

Observable SM prediction(s) Current data Future precision
"0/" [10�4] 1.9± 4.5 [1] 7.4± 5.2± 2.9 (E731) [2]

1.38± 5.15(stat)± 4.59(sys) [3] 14.7± 2.2 (NA48) [4]
19.2± 2.1 (KTeV) [5]
16.6± 2.3 (PDG) [6]

B(K+ ! ⇡+⌫⌫̄) [10�11] 9.11± 0.72 (full CKM fit) [7] 17.3+11.5

�10.5

(E949) [8] ±10% (NA62)
8.4± 1.0 (tree-level CKM) [7] ±5% (ORKA)

B(K
L

! ⇡0⌫⌫̄) [10�11] 3.00± 0.31 (full CKM fit) [7] < 2.6 · 103 (90% C.L.) (E391a) [9] ?? (KOTO)
3.4± 0.6 (tree-level CKM) [7]

Table 1: SM predictions and experimental data for ...
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First calculation with three flavors

|Vtd |  × 10
3

|Vts |  × 10
3

7 8 9 35 39 43

∆Mq:

this work

PDG

B→K(π)µ
+
µ

−

CKM unitarity:

full

tree

   

   |Vtd  / Vts |  

0.18 0.19 0.20 0.21 0.22 0.23      
FIG. 16. (left) Recent determinations |Vtd| and |Vts|, and (right) their ratio. The filled circles
and vertical bands show our new results in Eqs. (9.16)–(9.18), while the open circles show the
previous values from Bq-mixing [102]. The squares show the determinations from semileptonic
B ! ⇡µ+µ� and B ! Kµ+µ� decays [182], while the plus symbols show the values inferred
from CKM unitarity [155]. The error bars on our results do not include the estimated charm-sea
uncertainties, which are too small to be visible.

because the hadronic uncertainties are suppressed in the ratio. The theoretical uncertainties
from the Bq-mixing matrix elements are still, however, the dominant sources of error in all
three results in Eqs. (9.16)–(9.18).

Figure 16 compares our results for |Vtd|, |Vts|, and their ratio in Eqs. (9.16)–(9.18) with
other determinations. Our results are consistent with the values from Bq-meson mixing in the
PDG review [102], which are obtained using approximately the same experimental inputs,

and lattice-QCD calculations of the f 2
B

q

B̂
(1)
B

q

and ⇠ from Refs. [13] and [15], respectively.
Our errors on |Vtd|, |Vts| are about two times smaller, however, and on |Vtd/Vts| they are
more than three times smaller, due to the reduced theoretical errors on the hadronic matrix
elements.

The CKM matrix elements |Vtd| and |Vts| can be obtained independently from rare
semileptonic B-meson decays because the Standard-Model rates for B(B ! ⇡(K)µ+µ�)
are proportional to the same combination |V ⇤

td(s)Vtb|. Until recently, these determinations
were not competitive with those from Bq-meson mixing due to both large experimental and
theoretical uncertainties. In the past year, however, the LHCb collaboration published new
measurements of B(B ! ⇡µ+µ�) and B(B ! Kµ+µ�) [183, 184], and we calculated the
full set of B ! ⇡ and B ! K form factors in three-flavor lattice QCD [131, 185]. Using
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FIG. 14. Comparison of our full set of Bq-mixing matrix elements (filled symbols) with the two-
flavor results from ETM [16] (open symbols); the quoted ETM uncertainties do not include an

error from omitting strange sea quarks. For f2
B

q

B
(2,3)
B

q

(mb), we use the BMU scheme to enable
direct comparison with the values in Table 4 of that paper. The error bars on our results do not
include the estimated charm-sea uncertainties, which are too small to be visible.

works do not include contributions from wrong-spin operators in the chiral-continuum ex-
trapolation or include an uncertainty due to this omission in their error budgets, suggesting
that the earlier uncertainty estimates were su�ciently conservative.

B. Derived quantities

We now present quantities that are derived from the Bq-mixing matrix element results
in Table XII that are especially useful for Standard-Model phenomenology.

1. Ratios and other combinations of matrix elements

The SU(3)-breaking ratio ⇠, defined in Eq. (2.10), is needed for obtaining the ratio of CKM
matrix elements |Vtd/Vts| from experimental measurements of the oscillation frequencies. The
uncertainties on the individual matrix elements hOq

1i (q = d, s) in Table XII are about 6–9 %,
and are still substantially larger than the experimental errors on �Mq. Because the results
for hOd

1i and hOs
1i are correlated, however, both the statistical and systematic uncertainties

largely cancel in their ratio. We obtain

⇠ = 1.203(17)(6), (9.3)

47

enable model-specific predictions related to mixing. More precise mixing matrix elements,
of course, provide stronger new-physics constraints.

In the Standard Model, both�Mq and��q receive contributions from higher-dimensional
operators beyond those in Eq. (2.4) that are not considered in this work. Corrections to the
OPE used to derive Eq. (2.9) are negligible, because they are suppressed by m2

b/m
2
W . For

��q, however, a second OPE, the so-called heavy-quark expansion [61], is needed to obtain a
Standard-Model prediction in terms of local operators, yielding a joint power series in ⇤/mb

and ↵s. At leading order in the heavy-quark expansion, the Standard-Model expression for
��q depends only on hOq

1i and either hOq
2i or hOq

3i. At O(1/mb), however, ��q also receives
contributions from the matrix elements hOq

4,5i. Further, at this order, matrix elements of
dimension-seven operators not calculated in this work enter ��q; their contributions are
numerically larger than those from the local matrix elements hOq

4,5i, and their uncertainties,
after the reduction of errors on hOq

1,2,3i in this work, are the dominant source of error in the
Standard-Model width di↵erences [66].

Certain combinations of the hadronic matrix elements hOq
i i are especially useful for phe-

nomenology. As discussed in the previous section, the theoretical uncertainties on hOq
1i are

currently much larger than the experimental errors on �Mq, and therefore limit the pre-
cision with which one can obtain the CKM combinations |V ⇤

tqVtb|. Many of the theoretical
errors cancel, however, in the ratio ⇠, defined as

⇠2 =
f 2
B

s

B̂
(1)
B

s

f 2
B

d

B̂
(1)
B

d

, (2.10)

thereby enabling a determination of the CKM-element ratio |Vtd/Vts| from the corresponding
ratio of mass di↵erences: ����

Vtd

Vts

����
2

= ⇠2
�Md

�Ms

MB
s

MB
d

(2.11)

that better leverages the experimental precision.
For Standard-Model calculations of the decay-width di↵erences, it is useful to define the

1/mb-suppressed combination hRq
0i [65]

hRq
0i(µ) = 2↵2(µ)hOq

1i(µ) + 4hOq
2i(µ) + 4↵1(µ)hOq

3i(µ). (2.12)

The coe�cient functions ↵1,2(µ) are known at next-to-leading order (NLO) in QCD [67] and
are given in Eqs. (9.4)–(9.5) of Sec. IX. Because the leading contributions in the heavy-quark
expansion cancel by construction in the combination in Eq. (2.12), the calculation of hRq

0i
su↵ers from a larger uncertainty than for the individual matrix elements hOq

1,2,3i.
Finally, the decay-width di↵erences are often parameterized in terms of the ratios of ma-

trix elements hOq
i i/hO

q
1i (i=2–5) because the theoretical uncertainties are reduced. These

same ratios can also contribute to the mass di↵erences in theories beyond the Standard
Model. Hence they are useful for Standard-Model and BSM calculations of the ratio
��q/�Mq, as well as for predictions of Bq-mixing observables in new-physics scenarios
relative to their Standard-Model values.

III. LATTICE SIMULATION

Here we summarize the details of the numerical simulations. First, in Sec. III A, we
describe the ensembles of gauge-field configurations and the light- and valence-quark actions

7

FLAG, 1310.8555

Tension with the CKM fit:

1.268(63), previously
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NP 模型の識別

様々な物理量を測定し、その間の相関を調べる

B physics in MSSM (mSUGRA, SUSY SU(5)+    )⌫R

目標：SMからのずれの発見・NP模型の識別

例として取り上げるもの：

Test of MFV with Bd ! µ+µ�, Bs ! µ+µ�

B ! K⇤⌫⌫̄

KL ! ⇡0⌫⌫̄

Modified     couplings / new     :

"0/"
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Figure 5.2: Correlations between key observables in the case of mSUGRA. Dots show the possible
range in mSUGRA. The circles correspond to a certain parameter set of non-degenerate SUSY
SU(5) GUT model with νR. Expected errors with an integrated luminosity of 50 ab−1 are shown
by bars associated with the circles.
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Figure 5.3: Correlations between key observables in the case of the non-degenerate SUSY SU(5)
GUT model with νR. Dots show the possible range in the model. The circles correspond to a
certain parameter set in this model. Expected errors with an integrated luminosity of 50 ab−1

are shown by bars associated with the circles.
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CMS & LHCb, 1411.4413

Any deviation from the straight green line indicated in figure 3 would rule out the
Minimal Flavour Violation hypothesis [16–18] as well as models with a U(2)3 flavour
symmetry [19–21]. While due to the large uncertainties the experimental results are
currently fully consistent with the SM prediction, there is still a lot of room for a
striking deviation on which the 13TeV LHC run may shed light.

Figure 3: Branching ratios of Bs,d → µ+µ− [15].

To conclude this section, let us stress once more the importance of rare flavour
and CP violating decays in searching for physics beyond the SM. Rare meson decays
have been an active and successful field of research for many decades. They offer a
plethora of observables, many of which by now have reached an impressive precision.
As we have seen correlations between different decay modes play a central role in
constraining the SM and new physics flavour structure.

4 Interplay with other New Physics Searches

Despite the great success ofK and B physics in constraining the SM, unfortunately so
far no clear sign of new physics has been found in these fields. Furthermore even if one
or several of the present small hints for a deviation will eventually become a convincing
discrepancy, the precesses at hand only provide an indirect probe of new flavour
violating interactions. Additionally with rareK and B decays only it is difficult, if not
impossible, to access flavour violation in top and Higgs couplings. Therefore in order
to fully exploit the new physics flavour structure new complementary observables are
needed. Besides the direct searches for flavour violating top and Higgs couplings and
charged lepton flavour violating processes, these include the study of flavour violating
interactions of new particles at the LHC and the phenomenology of flavoured dark
matter. In this section we will briefly review an example for each of the latter two.
We start with the LHC phenomenology of flavour violating stops, the supersymmetric

5

Figure from M. Blanke, 1412.1003

MFV

Bs,d ! µ+µ�

R
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∆2−
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SM and MFV

CMS and LHCb (LHC run I)

Figure 4 | Variation of the test statistic �2�lnL as a function of the ratio of branch-
ing fractions R ⌘ B(B0 ! µ+µ�)/B(B0

s ! µ+µ�). The dark and light (cyan) areas
define the ±1� and ±2� confidence intervals for R, respectively. The value and uncertainty for
R predicted in the SM, which is the same in BSM theories with the minimal flavour violation
(MFV) property, is denoted with the vertical (red) band.

standard deviation evidence for the B0 ! µ+µ� decay. The measured branching fractions
of both decays are compatible with SM predictions. This is the first time that the CMS
and LHCb collaborations have performed a combined analysis of sets of their data in
order to obtain a statistically significant observation.
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Figure 1: Error budgets for the branching ratio observables B(K+ ! ⇡+⌫⌫̄) and B(KL !
⇡0⌫⌫̄). The remaining parameters, which each contribute an error of less than 1%, are

grouped into the “other” category.

In order to obtain the values of "K , S KS , �Ms,d and of the branching ratios
for Bs,d ! µ

+

µ

� we use the known expressions collected in [16]. The “bar” on
the Bs ! µ

+

µ

� branching ratio, B(Bs ! µ

+

µ

�), denotes an average over the two
mass-eigenstates, as measured by experiment, rather than an average over the two
flavour-states, which di↵ers in the Bs system [59–61].

In Table 2 we show the results for the K

+ ! ⇡

+

⌫⌫̄ and KL ! ⇡

0

⌫⌫̄ branching
ratios and other observables, for three choices of the pair (|Vub|, |Vcb|) corresponding
to the exclusive determination (17), the inclusive determination (18) and our average
(19). We use (20) for � in each case. We observe:

• The uncertainty in B(K+ ! ⇡

+

⌫⌫̄) amounts to more than 10% and has to
be decreased to compete with future NA62 measurements, but finding this
branching ratio in the ballpark of 15 ⇥ 10�11 would clearly indicate NP at
work.

• On the other hand, consistency with B(Bs ! µ

+

µ

�) would imply the K

+ !
⇡

+

⌫⌫̄ branching ratio to be in the ballpark of 7 ⇥ 10�11. In such a case the
search for NP in this decay will be a real challenge and the simultaneous
measurement of KL ! ⇡

0

⌫⌫̄ will be crucial.

• The values of S KS are typically above the data but only in the case of the
inclusive determinations of both |Vcb| and |Vub| is a new CP phase required.

• The accuracy on the SM prediction for �Ms and �Md is far from being
satisfactory. Yet, the prospects of improving the accuracy by a factor of two
to three in this decade are good.

3.2 Correlations between observables

Correlations between K+ ! ⇡+⌫⌫̄ and Bq ! µ+µ�

From inspection of the formulae for the branching ratios for K

+ ! ⇡

+

⌫⌫̄ and
Bs,d ! µ

+

µ

� , each of which in particular depends on |Vcb|, we derive the following
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satisfactory. Yet, the prospects of improving the accuracy by a factor of two
to three in this decade are good.

3.2 Correlations between observables

Correlations between K+ ! ⇡+⌫⌫̄ and Bq ! µ+µ�

From inspection of the formulae for the branching ratios for K
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⌫⌫̄ and
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� , each of which in particular depends on |Vcb|, we derive the following

 In the SM, those decays are dominated by 
Z-penguin and box contributions. 

 Large uncertainties due to CKM
 Theoretically very clean

 Grossman-Nir bound:
B(KL ! ⇡0⌫⌫̄) < 4.4B(K+ ! ⇡+⌫⌫̄)
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
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YA(Bq) = ⌘Y Y0(xt) +

⇥
�µµ̄
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M2
Z0g2SM

"
�qb

L ��qb
R

V ?
tqVtb

#
⌘ |YA(Bq)|ei✓

Bq
Y . (65)

Here ⌘X,Y are factors which include both QCD corrections [96–98] and NLO elec-
troweak correction [99–101]. For mt = mt(mt) they are close to unity ,

⌘X = 0.994, ⌘Y = 0.9982 . (66)

gSM is defined in (12). Explicit expressions for the SM functions X0(xt) and Y0(xt)
can be found in [1].

B Basic formulae for observables

B.1 Operators

We list here the operators that contribute to �F = 2 observables. Specifically, for
the B0

q � B̄0
q system the full basis is given as follows [1, 87, 88]:

QVLL
1 =

�
b̄�µPLq

� �
b̄�µPLq

�
, QVRR

1 =
�
b̄�µPRq

� �
b̄�µPRq

�
, (67)

QLR
1 =

�
b̄�µPLq

� �
b̄�µPRq

�
, QLR

2 =
�
b̄PLq

� �
b̄PRq

�
, (68)

QSLL
1 =

�
b̄PLq

� �
b̄PLq

�
, QSRR

1 =
�
b̄PRq

� �
b̄PRq

�
, (69)

QSLL
2 =

�
b̄�µ⌫PLq

� �
b̄�µ⌫PLq

�
, QSRR

2 =
�
b̄�µ⌫PRq

� �
b̄�µ⌫PRq

�
, (70)

where PR,L = (1± �5)/2. Colour indices are suppressed as they are summed up in
each factor. For K0 � K̄0 mixing b $ s and q $ d have to be interchanged.

B.2 K+ ! ⇡+⌫⌫̄ and KL ! ⇡0⌫⌫̄

The branching ratios for these two modes can be written in the general form

B(K+ ! ⇡+⌫⌫̄) = +

"✓
ImXe↵

�5

◆2

+

✓
ReXe↵

�5
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◆2
#
, (71)

B(KL ! ⇡0⌫⌫̄) = L

✓
ImXe↵

�5

◆2

, (72)

with the Cabibbo angle � = 0.2252(9) and where [102]

+ = (5.21±0.025)·10�11

✓
�

0.2252

◆8

, L = (2.25±0.01)·10�10

✓
�

0.2252
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, (73)

and [102–106]

P̄c(X) =

✓
1� �2

2

◆
Pc(X), Pc(X) = (0.42± 0.03)

✓
0.2252

�

◆4

. (74)

The short distance contributions are described by

Xe↵ = V ⇤
tsVtd

�
XL(K) +XR(K)

�
, (75)

where XL,R(K) are given in (60) and (61).
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Ongoing experiments for 

 NA62 will resume data taking this April and 
collect about 100                     events at the SM 
value with S/B=10 in two years.

K+ ! ⇡+⌫⌫̄

K ! ⇡⌫⌫̄

51/58

 KOTO is sensitive to the SM value for               
and will collect O(100) events at step 2 after 
2018(?). 

2 Basic formulae 6

where we have added the errors in quadratures. We will use this value in our
numerical analysis. In obtaining the error in (12) we kept � fixed at its central
value, as its error is very small and the strong dependence on � in P

SD

c (X) is
canceled by other factors in the formula for the branching ratio as discussed above.

2.2 KL ! ⇡0⌫⌫̄

The branching ratio for KL ! ⇡

0

⌫⌫̄ in the SM is fully dominated by the diagrams
with internal top exchanges, with the charm contribution well below 1%. It can be
written then as follows [39,40]

B(KL ! ⇡

0

⌫⌫̄) = L ·
✓

Im�t

�

5

X(xt)

◆
2

, (13)

where [11]

L = (2.231 ± 0.013) · 10�10


�

0.225

�
8

. (14)

We have summed over three neutrino flavours. An explicit derivation of (13) can
be found in [33]. Due to the absence of Pc(X) in (13), the theoretical uncertainties
in B(KL ! ⇡

0

⌫⌫̄) are due only to X(xt) and amount to about 1% at the level of
the branching ratio. The main uncertainty then comes from Im�t, which is by far
dominant with respect to the other parametric uncertainties due to L and mt, with
the latter present in X(xt).

2.3 Experimental prospects

Experimentally we have [42]

B(K+ ! ⇡

+

⌫⌫̄)
exp

= (17.3+11.5
�10.5) · 10�11

, (15)

and the 90% C.L. upper bound [43]

B(KL ! ⇡

0

⌫⌫̄)
exp

 2.6 · 10�8

. (16)

The prospects for improved measurements of B(K+ ! ⇡

+

⌫⌫̄) are very good.
One should stress that already a measurement of this branching ratio with an accu-
racy of 10% will give us a very important insight into the physics at short distance
scales. Indeed the NA62 experiment at CERN [20, 21] is aiming to each this pre-
cision, and it is expected to accumulate 100 SM events with a good signal over
background figure by 2018. In order to achieve a 5% measurement of the branching
ratio, which will be the next goal of NA62, more time is needed. The planned new
experiment at Fermilab (ORKA) could in principle reach the accuracy of 5% [44].4

Concerning KL ! ⇡

0

⌫⌫̄, the KOTO experiment at J-PARC aims in the first
step in measuring B(KL ! ⇡

0

⌫⌫̄) at SM sensitivity and should provide interesting
results around 2020 on this branching ratio [15,22]. There are also plans to measure
this decay at CERN and one should hope that Fermilab will contribute to these

4Unfortunately the US P5 committee did not recommend moving ahead with ORKA and it appears
that the precision on B(K+ ! ⇡

+
⌫⌫̄) will depend in the coming ten years entirely on the progress made

by NA62.
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Figure 5: Comparison of 68% C.L. regions for |V
ub

| and |V
cb

| in strategy B for various

combinations of inputs versus their reported inclusive and exclusive values, and our aver-

ages of these, as considered in strategy A.
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, �M

s
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 KS as inputs. As noted earlier, one can see that especially |"
K

| favours large
values of |V

cb

|, around the inclusive value, while the rather small |V
ub

|, around the
exclusive value, is favoured by S

 KS .
It is interesting to compare these results with the indirect fits performed by

UTfit [27] and CKMfitter [28], which give

UTfit: |V
ub

| = (3.63 ± 0.12) ⇥ 10�3

, |V
cb

| = (41.7 ± 0.56) ⇥ 10�3

, (4.13)

CKMfitter: |V
ub

| =
�
3.55+0.17

�0.15

� ⇥ 10�3

, |V
cb

| =
�
41.17+0.90

�1.14

� ⇥ 10�3

. (4.14)

They are in very good agreement with our results. We note however, that these two
groups included in their analyses the information from tree level decays, which we
have decided not to include in our strategy B because of the discrepancies between
inclusive and exclusive determinations of |V

ub

| and |V
cb

|. Moreover, we also did not
use the tree-level determination of � contrary to these two groups.

Having determined the full CKM matrix in this manner, predictions for rare
decays branching ratios can be made. These are collected in the last four rows in
Table 3 and again the most precise are the ones in the last column so that our final
results for the four branching ratios are:

B(K+ ! ⇡

+

⌫⌫̄) = (9.11 ± 0.72) ⇥ 10�11

, (4.15)

B(K
L

! ⇡

0

⌫⌫̄) = (3.00 ± 0.31) ⇥ 10�11

, (4.16)

B(B
s

! µ

+

µ

�) = (3.66 ± 0.26) ⇥ 10�9

, (4.17)

B(B
d

! µ

+

µ

�) = (1.09 ± 0.08) ⇥ 10�10

. (4.18)

SM predictions:

KL ! ⇡0⌫⌫̄
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Figure 1: Feynman rule for the coupling of a colourless neutral gauge boson Z

0 to quarks,
where i, j denote di↵erent quark flavours and ↵, � the colours. PL,R = (1⌥ �5)/2.

Step 1:

Determination of CKM parameters by means of tree-level decays and of the necessary
non-perturbative parameters by means of lattice calculations. This step will provide the
results for all observables considered below within the SM as well as all non-perturbative
parameters entering the NP contributions. As |Vub| is presently poorly known, it will
be interesting in the spirit of our recent papers [30,41] to investigate how the outcome
of this step depends on the value of |Vub| with direct implications for the necessary size
of NP contributions which will be di↵erent in di↵erent observables.

Step 2:

We will assume that the ratios

�µµ̄
A (Z 0)

MZ0
,

�⌫⌫̄
L (Z 0)

MZ0
(1)

have been determined in pure leptonic processes. We will further assume that these
ratios are real but could have both signs. In principle these ratios can be determined up
to the sign from quark flavour violating processes considered below but their knowledge
increases predictive power of our analysis. In particular the knowledge of their signs
allows to remove certain discrete ambiguities and is crucial for the distinction between
LHS and RHS scenarios in Bs,d ! µ

+
µ

� decays.

Step 3:

Here we will consider the B

0
s system and the observables

�Ms, S �, B(Bs ! µ

+
µ

�), S

s
µ+µ� , (2)

where S

s
µ+µ� measures CP violation in Bs ! µ

+
µ

� decay [42, 43]. Explicit expressions
for these observables in terms of the relevant couplings can be found in Section 3.

Concentrating in this step on the LHS scenario, NP contributions to these three ob-
servables are fully described by

�bs
L (Z

0)

MZ0
= � s̃23

MZ0
e

�i�23
,

�µµ̄
A (Z 0)

MZ0
, (3)

with the second ratio known from Step 2. Here s̃23 � 0 and it is found to be below
unity but it does not represent any mixing parameter as in [35]. The minus sign is

Modified Z couplings or new Z’

|✏K | /
1

M2
Z(0)

Im
h
(�sd

L )2 + (�sd
R )2 � 240�sd

L �sd
R

i

Re

✓
✏0

✏

◆
/ �Im�sd

L � 3 Im�sd
R + · · ·

See correlations!
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4 Left-Right operators at work 20

Figure 7. B(KL ! ⇡0⌫⌫̄) versus B(K+ ! ⇡+⌫⌫̄) for MZ0 = 500 TeV in L+R scenario. The
colours are as in (23)–(26). The four red points correspond to the SM central values of the four
CKM scenarios, respectively. The black line corresponds to the Grossman-Nir bound. The gray
region shows the experimental range of B(K+ ! ⇡+⌫⌫̄))

exp

= (17.3+11.5
�10.5)⇥ 10�11.

projections for 2024 in Table 1, we get

Mmax
Z0 (K) ⇡ 2000TeV, Mmax

Z0 (Bs) ⇡ Mmax
Z0 (Bd) ⇡ 160TeV , (40)

so that Mmax
Z0 in Bs and Bd systems are comparable in spite of the di↵erence in the

factors K(M) in (39).

4.3 Numerical analysis

Our analysis of this scenario follows the one of Section 3.3 except that now we may
ignore the �F = 2 constraints and increase all left-handed quark couplings (in the
case of the dominance of left-handed currents) to

�sd
L = 3.0 ei�

sd
L , �bd

L = 3.0 ei�
bd
L , �bs

L = 3.0 ei�
bs
L (41)

with arbitrary phases �ij
L . For the lepton couplings we use the values given in (22).

In Fig. 7 we show the correlation between B(KL ! ⇡0⌫⌫̄) and B(K+ ! ⇡+⌫⌫̄)
for the four scenarios a) � d) for (|Vcb|, |Vub|) and MZ0 = 500TeV. The pattern of
correlations in Fig. 7 is very di↵erent from the one in Fig. 3 as now the phase of
the NP contribution to "K is generally not twice the one of the NP contribution
to K+ ! ⇡+⌫⌫̄ and KL ! ⇡0⌫⌫̄. Therefore, as already discussed in general terms
in [86] the two branch structure seen in Fig. 3 is absent here. In particular, it is
possible to obtain values for B(KL ! ⇡0⌫⌫̄) and B(K+ ! ⇡+⌫⌫̄) that are outside
the two branches seen in Fig. 3 and that di↵er from the SM predictions. This
feature could allow us to distinguish these two scenarios. It should also be added
that without �F = 2 constraints NP e↵ects at the level of the amplitude decrease
quadratically with increasing MZ0 so that for MZ0 = 1000TeV NP would contribute
only at the 15% level. While such small e↵ects are impossible to detect in other
decays considered by us, the exceptional theoretical cleanness of K+ ! ⇡+⌫⌫̄ and
KL ! ⇡0⌫⌫̄ could in principle allow to study such e↵ect one day. On the other
hand for MZ0 = 200TeV the enhancements of both branching ratios could be much
larger than shown in Fig. 7. This would require higher fine-tuning in the �F = 2
sector as seen in Fig. 6.

3 Left-handed and right-handed Z 0 scenarios 12

Figure 3. B(KL ! ⇡0⌫⌫̄) versus B(K+ ! ⇡+⌫⌫̄) for MZ0 = 50 TeV in the LHS. The colours
are as in (23)–(26). The four red points correspond to the SM central values of the four CKM
scenarios, respectively. The black line corresponds to the Grossman-Nir bound. The gray region
shows the experimental range of B(K+ ! ⇡+⌫⌫̄))

exp

= (17.3+11.5
�10.5)⇥ 10�11.

these lepton couplings are still consistent with the constraints from LEP-II [70] and
the LHC [71,72].

In our analysis of �F = 2 processes we proceed as follows:

• We set all non-perturbative parameters at their central values. The most
important ones are given in Table 2. The remaining input can be found in [1].
In order to incorporate e↵ectively the present uncertainties in these parameters
we proceed as explained below. See in particular (28), (30) and (31). For future
updates see PDG [55], FLAG [44] and HFAG [56].

• For the elements |Vub| and |Vcb| we use four scenarios corresponding to dif-
ferent determinations from inclusive and exclusive decays with the lower ones
corresponding to exclusive determinations. They are given in (23)–(26) below
where we have given the colour coding for these scenarios used in some plots
below. The quoted errors are future projections. Arguments have been given
recently that NP explanation of the di↵erence between exclusive and inclusive
determinations is currently ruled out [85] and must thus be due to underesti-
mated theoretical errors in the form factors and/or the inclusive experimental
determination. Finally we use � = 68�.

The four scenarios for |Vub| and |Vcb| are given as follows:

a) |Vub| = (3.4± 0.1)⇥ 10�3 |Vcb| = (39.0± 0.5)⇥ 10�3 (purple) (23)

b) |Vub| = (3.4± 0.1)⇥ 10�3 |Vcb| = (42.0± 0.5)⇥ 10�3 (cyan) (24)

c) |Vub| = (4.3± 0.1)⇥ 10�3 |Vcb| = (39.0± 0.5)⇥ 10�3 (green) (25)

d) |Vub| = (4.3± 0.1)⇥ 10�3 |Vcb| = (42.0± 0.5)⇥ 10�3 (blue) (26)

In Fig. 3 we show the correlation between B(KL ! ⇡0⌫⌫̄) and B(K+ ! ⇡+⌫⌫̄)
in the LHS for the four scenarios a)� d) for (|Vcb|, |Vub|). To this end we set

�⌫⌫̄
L = 3.0, MZ0 = 50TeV, (27)

5For these modified Z couplings we use the same definition as in (4) and (5), with Z 0 replaced by Z.

LH (or RH) coupling LH+RH couplings

CKMの値の取り方で４つのシナリオ

GN bound

LH+RH:  possible cancellation in "K
Z0

A.J.Buras, D.Buttazzo, J.Girrbach-Noe & R.Knegjens, 1408.0728

Example: Test of     withZ0 K ! ⇡⌫⌫̄

2 Basic formulae 6

where we have added the errors in quadratures. We will use this value in our
numerical analysis. In obtaining the error in (12) we kept � fixed at its central
value, as its error is very small and the strong dependence on � in P

SD

c (X) is
canceled by other factors in the formula for the branching ratio as discussed above.

2.2 KL ! ⇡0⌫⌫̄

The branching ratio for KL ! ⇡

0

⌫⌫̄ in the SM is fully dominated by the diagrams
with internal top exchanges, with the charm contribution well below 1%. It can be
written then as follows [39,40]

B(KL ! ⇡

0

⌫⌫̄) = L ·
✓

Im�t

�

5

X(xt)

◆
2

, (13)

where [11]

L = (2.231 ± 0.013) · 10�10


�

0.225

�
8

. (14)

We have summed over three neutrino flavours. An explicit derivation of (13) can
be found in [33]. Due to the absence of Pc(X) in (13), the theoretical uncertainties
in B(KL ! ⇡

0

⌫⌫̄) are due only to X(xt) and amount to about 1% at the level of
the branching ratio. The main uncertainty then comes from Im�t, which is by far
dominant with respect to the other parametric uncertainties due to L and mt, with
the latter present in X(xt).

2.3 Experimental prospects

Experimentally we have [42]

B(K+ ! ⇡

+

⌫⌫̄)
exp

= (17.3+11.5
�10.5) · 10�11

, (15)

and the 90% C.L. upper bound [43]

B(KL ! ⇡

0

⌫⌫̄)
exp

 2.6 · 10�8

. (16)

The prospects for improved measurements of B(K+ ! ⇡

+

⌫⌫̄) are very good.
One should stress that already a measurement of this branching ratio with an accu-
racy of 10% will give us a very important insight into the physics at short distance
scales. Indeed the NA62 experiment at CERN [20, 21] is aiming to each this pre-
cision, and it is expected to accumulate 100 SM events with a good signal over
background figure by 2018. In order to achieve a 5% measurement of the branching
ratio, which will be the next goal of NA62, more time is needed. The planned new
experiment at Fermilab (ORKA) could in principle reach the accuracy of 5% [44].4

Concerning KL ! ⇡

0

⌫⌫̄, the KOTO experiment at J-PARC aims in the first
step in measuring B(KL ! ⇡

0

⌫⌫̄) at SM sensitivity and should provide interesting
results around 2020 on this branching ratio [15,22]. There are also plans to measure
this decay at CERN and one should hope that Fermilab will contribute to these

4Unfortunately the US P5 committee did not recommend moving ahead with ORKA and it appears
that the precision on B(K+ ! ⇡

+
⌫⌫̄) will depend in the coming ten years entirely on the progress made

by NA62.
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Figure 2: 95% C.L. allowed regions for "0/" and KL ! ⇡0⌫⌫̄. Left: model with flavour-
changing Z boson couplings �sd

R = �0.5�sd
L . Center: modified Z, LH scenario �sd

R = 0. Right:
5 TeV Z’ with �qq

R = 1 and �⌫⌫
L = 0.5. The plots are for B6 = 1 (blue), B6 = 0.76 (green),

and B6 = 0.57 (red). The hatched regions are the SM predictions at 2�. The gray band shows
the experimental result for "0/".

In the left panel of figure 2 we show the correlation between "

0
/" and KL ! ⇡

0
⌫⌫̄

in the case of �sd
L (Z) = �2�sd

R (Z), and compare it with the opposite correlation that is
present in the LH scenario (central panel). The di↵erent colours correspond to di↵erent

choices of the parameters B

(1/2)
6 and B

(3/2)
8 :

B

(1/2)
6 = 1.0, B

(3/2)
8 = 1.0 (blue), (55)

B

(1/2)
6 = 0.76, B

(3/2)
8 = 0.76 (green), (56)

B

(1/2)
6 = 0.55, B

(3/2)
8 = 0.76 (red) . (57)

The first choice is motivated by the upper bound from large N approach [42], B

(1/2)
6 

B

(3/2)
8 < 1. The second choice uses the central value for B

(3/2)
8 from the RBC-UKQCD

collaboration [60] extracted in [18], and assumes that B

(1/2)
6 = B

(3/2)
8 saturating the

previous bound. Finally, the third choice uses the central values for both B

(1/2)
6 and

B

(3/2)
8 from the RBC-UKQCD collaboration, with B

(1/2)
6 extracted in [40] from the lattice

results in [41].
As expected, in our simple model the requirement of satisfying the data on "

0
/" auto-

matically implies enhanced values of B(KL ! ⇡

0
⌫⌫̄), while in the LH model suppressed

B(KL ! ⇡

0
⌫⌫̄) is predicted.

4.6.2 Simplified Z0 model

Another example of a model in which B(KL ! ⇡

0
⌫⌫̄) and "

0
/" can be simultaneously

enhanced has been already considered in [39]. In this model, not the electroweak penguin
operator Q8, but the QCD penguin operator Q6 is a↵ected by NP. A tree-level exchange
of Z

0 with left-handed flavour violating quark couplings and flavour universal structure
of diagonal RH quark couplings generates the Q5 operator, and through renormalisation

BR(KL ! ⇡0⌫⌫̄) / (ImX)2

X = X(xt)SM +
⇡

2

2M2
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2
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Figure 4: Allowed ranges for B(K+ ! ⇡+⌫⌫̄) versus B(Bd ! K⇤⌫⌫̄) in a simplified Z model
(left panel) and a 5 TeV Z 0 model (right panel) obeying CMFV. In the left panel the 2 �
confidence regions shown correspond to constraints from ✏0/✏ (green), KL ! µ+µ� (yellow)
and Bs ! µ+µ� (magenta), while in the right panel they correspond to constraints from kaon
mixing (blue), B mixing (red) and b ! sµ+µ� transitions (grey) (from [67]).

will test the correlations between B ! K

(⇤)
⌫⌫̄ decays and B ! K

(⇤)
µ

+
µ

� analyzed in
detail in [68].

All formulae necessary for our analysis can be found in [68] and will not be repeated
here (see in particular section 4.1 of that paper).

In figure 4 we show the regions allowed at 95% C.L. in the B(K+ ! ⇡

+
⌫⌫̄) versus

B(Bd ! K

⇤
⌫⌫̄) plane for a simplified Z and a 5 TeV Z

0 model obeying CMFV. We do
not show corresponding plots for B(B+ ! K

+
⌫⌫̄) because in CMFV the NP dependence

is the same as for B(Bd ! K

⇤
⌫⌫̄).

5.3 KL ! µ+µ�

Only the so-called short distance (SD) part of a dispersive contribution to KL ! µ

+
µ

�

can be reliably calculated. It is given generally as follows (� = 0.2252)

B(KL ! µ

+
µ

�)SD = 2.01 · 10�9

✓
Re Ye↵

�

5
+

Re �c

�

Pc(Y )

◆2

, (73)

where at NNLO [69]

Pc(Y ) = 0.115 ± 0.017. (74)

The short distance contributions are described by

Ye↵ = V

⇤
tsVtd (YL(K) � YR(K)) , (75)

with

Y

SM
L (K) = ⌘Y Y0(xt), ⌘Y = 0.9982, (76)

Modified Z couplings with CMFV a new heavy Z’ with CMFV

Example:                  vs. 

Strong correlations in models with CMFV

K ! ⇡⌫⌫̄B ! K⇤⌫⌫̄

s2

w 0.23126(5) [31, 33] ·B0 1.519(5) ps [33]
– 127.925(16) [31,33] ·B+ 1.638(4) ps [33]
|VtbV ú

ts| 0.0401(10) [34,35] m1S

b 4.66(3) GeV [33]

Table 1: Input parameters used for the SM predictions.

B± decays only di�er due to the lifetime di�erence. FL is equal for charged and
neutral B decay.

We also define q2-binned observables

e
BSM

K(ú)

f

[a,b]

©
⁄ b

a
dq2

dBR(B æ K(ú)‹‹̄)
SM

dq2

, (8)

e
F SM

L

f

[a,b]

©
s b

a dq2flA12(q2)
s b

a dq2 [flA1(q2) + flA12(q2) + flV (q2)]
. (9)

2.2. Numerical analysis
The numerical prediction of the observables within the SM requires the calculation
of the hadronic form factors. Both for B æ K and B æ Kú, lattice computations
have become available recently [3, 4], that are valid at large q2. At low q2, we
make use of the results from light-cone sum rules [5, 6]. Since the form factors
have to be smooth functions of q2, one can obtain expressions valid in the whole
kinematical range relevant for B æ K(ú)‹‹̄ by performing a combined fit to lattice
and LCSR results. Since this approach makes use of theoretical input on both
ends of the kinematical range, the results will be very weakly dependent on the
parametrization chosen for the form factors. In the case of B æ Kú, such combined
fit has been performed recently in [32]. For B æ K, we have performed our own
fit that we discuss in detail in appendix A.

Our numerical results for the di�erential branching ratios and FL are given in
table 2 for di�erent bins of q2 and for the whole kinematical region. The total
branching ratios in the SM are shown in the last row, as the results of integrating
over the whole kinematically allowed region,

BR(B+ æ K+‹‹̄)
SM

= (3.98 ± 0.43 ± 0.19) ◊ 10≠6, (10)
BR(B0 æ Kú0‹‹̄)

SM

= (9.19 ± 0.86 ± 0.50) ◊ 10≠6, (11)
F SM

L = 0.47 ± 0.03 , (12)

where the first error is due to the form factors and the second one parametric.
From table 1, summarizing the numerical input used for these predictions, one
can see that the parametric error is completely dominated by CKM elements.
We note that, when determined from tree-level decays, the uncertainty on the
CKM combination |VtbV ú

ts| is dominated by the uncertainty on |Vcb| and our value
corresponds to |Vcb| = 0.0409(10). Using instead the PDG averages of the inclusive
or exlusive determinations, respectively, which are at a 2.5‡ tension with each
other [33], the central values of the branching ratios would shift by 7% up or
down, respectively [16].

5

[41]

BR(B0 æ Kú0‹‹̄) < 5.5 ◊ 10≠5 (90% CL), (14)
BR(B+ æ Kú+‹‹̄) < 4.0 ◊ 10≠5 (90% CL). (15)

Since BR(B+ æ K(ú)+‹‹̄)/BR(B0 æ K(ú)0‹‹̄) = ·B+/·B0 holds in the SM and
beyond, we can use the stronger of these bounds and obtain

RK © BK

BSM

K

< 4.3 , RKú © BKú

BSM

Kú
< 4.4 , (16)

at 90% C.L., where we have neglected the theory uncertainty.
At the Belle-II experiment, a conservative estimate of the sensitivity with 50 ab≠1,

that is expected to be collected by 2023, envisages a measurement of the SM
branching ratios with 30% precision [42] based on the predictions of [17]. Since we
predict a significantly higher branching ratio for B æ Kú‹‹̄ as discussed above, a
better relative precision could be reached in turn. Moreover, already with 20 ab≠1,
that is expected to be collected by 2020, first signs of NP could in principle be seen.
Indeed, we will see in sections 3 and 4 that in several NP models, the experimental
upper bounds can be saturated. In this case, a 5‡ discovery should be definitely
possible at Belle-II.

3. Model-independent new physics analysis
3.1. Low-energy e�ective theory
Beyond the SM (but assuming no NP lighter than the B meson), a second operator
can appear in the e�ective low-energy Hamiltonian for b æ s‹‹̄ transitions,

H
e�

= ≠4 GFÔ
2

VtbV
ú

ts (CLOL + CROR) + h.c. , (17)

where

OL = e2

16fi2

(s̄“µPLb)(‹̄“µ(1 ≠ “
5

)‹) , OR = e2

16fi2

(s̄“µPRb)(‹̄“µ(1 ≠ “
5

)‹) . (18)

In writing this e�ective Hamiltonian, we have explicitly assumed lepton flavour
universality (LFU), i.e. that NP couples to all three neutrino flavours in the same
manner. The implications of relaxing this assumption will be discussed in general
terms at the end of this section and in section 4 in the context of leptoquark
models.

In spite of the presence of two complex Wilson coe�cients, the modification of
the three observables can be described in terms of two real quantities ‘ > 0 and
÷ œ [≠1

2

, 1

2

], defined as

‘ =

Ò
|CL|2 + |CR|2

|CSM

L | , ÷ = ≠Re (CLCú
R)

|CL|2 + |CR|2 , (19)
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Example: DNA charts by Buras et al.
Figure from A.J.Buras, 1505.00618

Flavour Expedition to the Zeptouniverse Andrzej J. Buras

Figure 5: DNA-chart of MFV models (left) and of U(2)3 models (right). Yellow means enhancement , black
means suppression and white means no change . Blue arrows , indicate correlation and green arrows
, indicate anti-correlation. From [1].

Figure 6: DNA-charts of Z0 models with LH and RH currents. Yellow means enhancement , black means
suppression and white means no change . Blue arrows , indicate correlation and green arrows ,

indicate anti-correlation. From [1].

belonging to class B are sensitive to axial-vector couplings implying interchange of enhance-
ments and suppressions when going from L to R and also change of correlations to anti-
correlations between the latter three and the former three decays. Note that the correlation
between Bs ! µ

+
µ

� and B ! K⇤
µ

+
µ

� does not change as both decays are sensitive only to
axial-vector coupling if in the latter case the contribution from the longitudinal and parallel
transversity components dominate.

• However, it should be remarked that in order to obtain the correlations or anti-correlations in
LHS and RHS scenarios it was assumed in the DNA charts presented here that the signs of
the left-handed couplings to neutrinos and the axial-vector couplings to muons are the same

18
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ments and suppressions when going from L to R and also change of correlations to anti-
correlations between the latter three and the former three decays. Note that the correlation
between Bs ! µ

+
µ

� and B ! K⇤
µ

+
µ

� does not change as both decays are sensitive only to
axial-vector coupling if in the latter case the contribution from the longitudinal and parallel
transversity components dominate.

• However, it should be remarked that in order to obtain the correlations or anti-correlations in
LHS and RHS scenarios it was assumed in the DNA charts presented here that the signs of
the left-handed couplings to neutrinos and the axial-vector couplings to muons are the same
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4. Summary

 フレーバー物理は TeV を超えるスケールの
新物理に対して感度がある

 LHC Run 2 で新粒子が発見されない場合、
フレーバー物理で新粒子の兆候を探る

 新粒子が発見された場合、フレーバー物理で 
NP 模型の識別を行う

 現在観測されている “anomalies” については
理論・実験両面での更なる研究が必要
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SuperKEKB / Belle II schedule

21�

・・・�2016�

JFY2016�

2017� 2018� 2019�

JFY2017� JFY2018� JFY2019�Japan'FY �

Now�

Calendar'year�

SuperKEKB'opera+on'schedule�
28'Jan.'2016'

@B2EB'

phase'1� phase'2� phase'3�

MR'renova+on'for'phase'2,'including'
installa+on'of'QCS'and'Belle'II'

New&schedule&based&on&JFY2016&budget&
w/o'QCS'
w/o'Belle'II�

w/'QCS'
w/'Belle'II'(no'VXD) � w/'full'Belle'II�

Summer'shutdown'
(power'saving)�

DR'commissioning�DR'installa+on'&'startup �

MR'startup � VXD'installa+on �

phase'1� phase'2� phase'3�
Current&schedule&

w/o'QCS'
w/o'Belle'II�

w/'QCS'
w/'Belle'II'(no'VXD) � w/'full'Belle'II�

DR'installa+on'&'startup �

MR'startup � VXD'installa+on �

DR'commissioning�

Summer'shutdown'
(power'saving)�

Summer'shutdown'
(power'saving)�

Summer'shutdown'
(power'saving)�

MR'renova+on'for'phase'2,'including'
installa+on'of'QCS'and'Belle'II'

HER'start�
LER'start�

K. AKAI, SuperKEKB status, schedule and plans, Feb. 1, 2016 @B2GM �
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Expected exp. precision
TABLE XLI: Expected errors on several selected flavour observables with an integrated luminosity of 5 ab�1 and 50 ab�1 of Belle
II data. The current results from Belle, or from BaBar where relevant (denoted with a †) are also given. Items marked with a ‡

are estimates based on similar measurements. Errors given in % represent relative errors.

Observables Belle or LHCb⇤ Belle II LHCb
(2014) 5 ab�1 50 ab�1 8 fb�1(2018) 50 fb�1

UT angles sin 2� 0.667 ± 0.023 ± 0.012(0.9�) 0.4� 0.3� 0.6� 0.3�

↵ [�] 85 ± 4 (Belle+BaBar) 2 1
� [�] (B ! D

(⇤)
K

(⇤)) 68 ± 14 6 1.5 4 1
2�s(Bs ! J/ �) [rad] 0.07 ± 0.09 ± 0.01⇤ 0.025 0.009

Gluonic penguins S(B ! �K

0) 0.90+0.09
�0.19 0.053 0.018 0.2 0.04

S(B ! ⌘

0
K

0) 0.68 ± 0.07 ± 0.03 0.028 0.011
S(B ! K

0

SK

0

SK

0

S) 0.30 ± 0.32 ± 0.08 0.100 0.033
�

e↵

s (Bs ! ��) [rad] �0.17 ± 0.15 ± 0.03⇤ 0.12 0.03
�

e↵

s (Bs ! K

⇤0
K̄

⇤0) [rad] � 0.13 0.03

Direct CP in hadronic Decays A(B ! K

0

⇡

0) �0.05 ± 0.14 ± 0.05 0.07 0.04

UT sides |Vcb| incl. 41.6 · 10�3(1 ± 2.4%) 1.2%
|Vcb| excl. 37.5 · 10�3(1 ± 3.0%

ex. ± 2.7%
th.) 1.8% 1.4%

|Vub| incl. 4.47 · 10�3(1 ± 6.0%
ex. ± 2.5%

th.) 3.4% 3.0%
|Vub| excl. (had. tag.) 3.52 · 10�3(1 ± 10.8%) 4.7% 2.4%

Leptonic and Semi-tauonic B(B ! ⌧⌫) [10�6] 96(1 ± 26%) 10% 5%
B(B ! µ⌫) [10�6] < 1.7 20% 7%
R(B ! D⌧⌫) [Had. tag] 0.440(1 ± 16.5%)† 5.6% 3.4%
R(B ! D

⇤
⌧⌫)† [Had. tag] 0.332(1 ± 9.0%)† 3.2% 2.1% ...

Radiative B(B ! Xs�) 3.45 · 10�4(1 ± 4.3% ± 11.6%) 7% 6%
ACP (B ! Xs,d�) [10�2] 2.2 ± 4.0 ± 0.8 1 0.5
S(B ! K

0

S⇡
0

�) �0.10 ± 0.31 ± 0.07 0.11 0.035
2�e↵

s (Bs ! ��) � 0.13 0.03
S(B ! ⇢�) �0.83 ± 0.65 ± 0.18 0.23 0.07
B(Bs ! ��) [10�6] < 8.7 0.3 �

Electroweak penguins B(B ! K

⇤+
⌫⌫) [10�6] < 40 < 15 30%

B(B ! K

+

⌫⌫) [10�6] < 55 < 21 30%
C

7

/C

9

(B ! Xs``) ⇠20% 10% 5%
B(Bs ! ⌧⌧) [10�3] � < 2 �
B(Bs ! µµ) [10�9] 2.9+1.1

�1.0
⇤ 0.5 0.2

70

belle2-note-0021
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Future inputs from Lattice QCD
Report of the Lattice QCD Task Force 33

Quantity CKM Present 2007 forecast Present 2018

element expt. error lattice error lattice error lattice error

fK/f⇡ |Vus| 0.2% 0.5% 0.4% 0.15%

fK⇡
+

(0) |Vus| 0.2% – 0.4% 0.2%

fD |Vcd| 4.3% 5% 2% < 1%

fDs |Vcs| 2.1% 5% 2% < 1%

D ! ⇡`⌫ |Vcd| 2.6% – 4.4% 2%

D ! K`⌫ |Vcs| 1.1% – 2.5% 1%

B ! D⇤`⌫ |Vcb| 1.3% – 1.8% < 1%

B ! ⇡`⌫ |Vub| 4.1% – 8.7% 2%

fB |Vub| 9% – 2.5% < 1%

⇠ |Vts/Vtd| 0.4% 2–4% 4% < 1%

�ms |VtsVtb|2 0.24% 7–12% 11% 5%

BK Im(V 2

td) 0.5% 3.5–6% 1.3% < 1%

Table 6. History, status and future of selected lattice-QCD calculations needed for the determination
of CKM matrix elements. 2007 forecasts are from Ref. [112]. Most present lattice results are taken from

latticeaverages.org [113]. The quantity ⇠ is fBs

p
BBs/(fB

p
BB).

written [112]), only fK/f⇡ was fully controlled. A sample of present errors is collected in Table 6. For K
mesons, errors are at or below the percent level, while for D and B mesons errors range from few to ⇠10%.

The lattice community is embarking on a three-pronged program of future calculations: (i) steady but
significant improvements in “standard” matrix elements of the type just described, leading to much improved
results for CKM parameters (e.g., Vcb); (ii) results for many additional matrix elements relevant for searches
for new physics and (iii) the extension of lattice methods to more challenging matrix elements which can
both make use of old results and provide important information for upcoming experiments.

Reducing errors in the standard matrix elements has been a major focus of the lattice community over the last
five years, and the improved results illustrated in Table 6 now play an important role in the determination
of the CKM parameters in the “unitarity triangle fit.” Lattice-QCD calculations involve various sources
of systematic error (the need for extrapolations to zero lattice spacing, infinite volume and the physical
light-quark masses, as well as fitting and operator normalization) and thus it is important to cross-check
results using multiple discretizations of the continuum QCD action. (It is also important to check that
results for the hadron spectrum agree with experiment. Examples of these checks are shown in the 2013
whitepaper [111].) This has been done for almost all the quantities noted above. This situation has spawned
two lattice averaging e↵orts, latticeaverages.org [113] and FLAG-1 [114], which have recently joined
forces and expanded to form a worldwide Flavor Lattice Averaging Group (FLAG-2), with first publication
expected in mid-2013.

The ultimate aim of lattice-QCD calculations is to reduce errors in hadronic quantities to the level at which
they become subdominant either to experimental errors or other sources of error. As can be seen from
Table 6, several kaon matrix elements are approaching this level, while lattice errors remain dominant in
most quantities involving heavy quarks. Thus the most straightforward contribution of lattice QCD to the
future intensity frontier program will be the reduction in errors for such quantities. Forecasts for the expected
reductions by 2018 are shown in the table. These are based on a Moore’s law increase in computing power,

Community Planning Study: Snowmass 2013

arXiv:1311.1076
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FIG. 6. Exclusion level of R(D)-R(D⇤) value assumptions in
standard deviations, systematic uncertainties included.
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FIG. 7. Theoretical predictions with 1� error ranges for R(D)
(red) and R(D⇤) (blue) for di↵erent values of tan�/mH+

in the 2HDM of type II. The fit results for tan�/mH+ =
0.5 c2/GeV and SM are shown with their 1� ranges as red
and blue bars with arbitrary width for better visibility.

In comparison to our previous preliminary results [9],
which are superseded by this measurement, we utilize
a more sophisticated fit strategy with an improved han-
dling of the background from B̄ ! D

⇤⇤
`

�
⌫̄` events, im-

pose an isospin constraint, and exploit a much higher
tagging e�ciency. By these methods, we reduce the sta-
tistical uncertainties by about a third and the systematic
uncertainties by more than a half.

Our result lies between the SM expectation and the
most recent measurement from the BaBar collabora-

tion [11] and is compatible with both. It is also com-
patible with a 2HDM of type II in the region around
tan�/mH+ = 0.5 c2/GeV, as illustrated in Figs. 7 and 8.
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EFT Amplitudes

L = L
QED+QCD

� C7 [s̄�µ⌫
P

R

b] Fµ⌫ � C2 [s̄�⌫
P

L

c] [c̄�µ
P

L

b] + · · ·

C9 contribution: A9 = C9 hM�|s̄�µP

L

b|BiLµ = C9 F�(q2)

C7 contribution: A7 = C7 hM�|s̄�µ⌫P

R

b|Bi eq

µ

q

2 L

⌫ = C7T�(q2)

C2 contribution: A2 = C2 · e

2

q

2 L
µ

Z
dx

4
e

iq·xhM�|T{J em
µ (x)O2(0)}|Bi

2 main problems:
1. Determination of Form Factors (LCSRs, LQCD, . . . )
2. Computation of the hadronic contribution (SCET/QCDF, OPE, . . . )

Javier Virto (U. Siegen) Theory Overview B ! M`` May 11, 2015 6 / 23

Amplitudes Talk by J. Virto

7 form factors!

Non-local!
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m2
`` spectrum

(slide from C. Bobeth)

Javier Virto (U. Siegen) Theory Overview B ! M`` May 11, 2015 5 / 23

q^2 regions Talk by J. Virto
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Form factors at low q^2

Bharucha, Straub & Zwicky, arXiv:1503.05534

Bq M2
fBq

s
fBq

0 M2
LC sLC0

Bd 4.1(1) 34.2(2) cc/huiq2M2
fBd

35(2)

Bs 4.4(1) 35.4(2) cc/huiq2M2
fBs

36(2)

Table 2: Sum rule parameters for Bd and Bs sum rules. All numbers are in units of GeV2, M2
fB(LC)

and sfB(LC)
0 denote the Borel parameter and continuum threshold of the fB sum rule and the

LCSR of fBF (q2) (where F stands for a form factor) respectively. The di↵erence between the
Bd and Bs continuum thresholds follows (mBd +�)2 = s0|Bd and (mBs +�)2 = s0|Bs . The
average momentum fraction of the transition quark huiq2 (c.f. [37] for the definition) varies
smoothly from 0.86 at q2 = 0GeV2 to 0.77 at q2 = 14GeV2. Dividing the sum rule parameter
by this quantity serves to take into account q2-dependence the Borel parameter under the
extremisation procedure. The value cc = 2.2 is determined through the mentioned procedure
of extremisation. The criteria in the text imply that the Borel parameter of the LCSR is
considerably higher than that from the fB-sum rule [37].

Fi JP mb!d
R,i /GeV mb!s

R,i /GeV

A0 0� 5.279 5.366

T1, V 1� 5.325 5.415

T2,23, A1,12 1+ 5.724 5.829

Table 3: Masses of resonances of quantum numbers JP as indicated necessary for the param-
eterisation of form factor Fi for b ! d and b ! s transitions.

2.5. Series expansion fits to LCSR form factors

As mentioned in the introduction, for phenomenological analyses of rare decays, it is crucial to
take into account the theoretical uncertainties of the B ! V form factors and the correlations
among them. In order to facilitate the use of the LCSR results, we perform fits of the full
analytical result to a simplified series expansion (SSE), which is based on a rapidly converging
series in the parameter

z(t) =

p
t+ � t�p

t+ � t0p
t+ � t+

p
t+ � t0

(14)

where t± = (mB ±mV )2 and t0 = t+(1�
p

1� t�/t+). We write the form factors as

Fi(q
2) = Pi(q

2)
X

k

↵i
k

⇥
z(q2)� z(0)

⇤k
, (15)

where Pi(q2) = (1 � q2/m2
R,i)

�1 is a simple pole corresponding to the first resonance in the
spectrum. The appropriate resonance masses are given in table 3. We consider fits that are
truncated after the quadratic term in z, i.e. we will have three fit parameters ↵0,1,2 for each
of the seven form factors. We will see in sec. 2.6 that a three-parameter fit is su�cient for a
combined fit to lattice and LCSR results in the entire kinematic range relevant for B ! V `+`�

decays.
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B ! K⇤ B ! ⇢ B ! ! Bs ! � Bs ! K⇤

↵A0
0 0.39± 0.04 0.37± 0.03 0.31± 0.04 0.43± 0.04 0.34± 0.03

↵A0
1 �1.15± 0.28 �0.99± 0.23 �0.90± 0.30 �1.06± 0.30 �0.93± 0.24

↵A0
2 2.08± 1.50 1.17± 1.21 1.19± 1.18 2.74± 1.52 2.22± 1.43

↵A1
0 0.29± 0.03 0.27± 0.02 0.24± 0.03 0.32± 0.03 0.25± 0.02

↵A1
1 0.31± 0.19 0.36± 0.13 0.34± 0.19 0.46± 0.22 0.26± 0.19

↵A1
2 0.72± 0.49 0.55± 0.35 0.55± 0.46 1.70± 0.83 0.86± 0.70

↵A12
0 0.28± 0.03 0.31± 0.03 0.26± 0.03 0.27± 0.02 0.25± 0.02

↵A12
1 0.57± 0.22 0.67± 0.20 0.51± 0.25 0.77± 0.18 0.55± 0.18

↵A12
2 0.14± 0.86 0.33± 0.75 0.15± 0.90 0.91± 1.00 0.68± 0.95

↵V
0 0.37± 0.04 0.33± 0.03 0.30± 0.04 0.41± 0.03 0.31± 0.03

↵V
1 �1.08± 0.24 �0.89± 0.18 �0.77± 0.24 �1.06± 0.30 �0.93± 0.33

↵V
2 2.47± 1.35 1.74± 1.13 1.49± 0.94 3.66± 1.54 2.89± 1.84

↵T1
0 0.31± 0.03 0.28± 0.03 0.25± 0.03 0.33± 0.03 0.25± 0.03

↵T1
1 �0.96± 0.20 �0.78± 0.14 �0.67± 0.19 �0.94± 0.23 �0.80± 0.30

↵T1
2 2.01± 1.09 1.51± 0.93 1.29± 0.74 3.20± 1.30 2.55± 1.42

↵T2
0 0.31± 0.03 0.28± 0.03 0.25± 0.03 0.33± 0.03 0.25± 0.03

↵T2
1 0.42± 0.20 0.47± 0.14 0.45± 0.19 0.58± 0.21 0.36± 0.24

↵T2
2 2.02± 0.72 1.58± 0.60 1.48± 0.57 3.69± 1.13 2.44± 1.05

↵T23
0 0.79± 0.06 0.81± 0.08 0.70± 0.08 0.76± 0.06 0.64± 0.06

↵T23
1 1.26± 0.61 1.45± 0.51 1.19± 0.63 1.55± 0.47 0.99± 0.49

↵T23
2 1.96± 2.38 2.50± 1.72 1.97± 2.11 4.59± 2.51 4.03± 2.45

Table 11: Fit results for the SSE expansion coe�cients in the fit to the LCSR computation only. These
numbers are provided (to higher accuracy) in electronic form along with the full correlation
matrices as arXiv ancillary files.

where ⌧Bs is the lifetime of the Bs

O(t)(Bs ! �µ+µ�) =
1

2

⇥O(Bs(t) ! �µ+µ�) +O(B̄s(t) ! �µ+µ�)
⇤
. (E.2)

In the case where only vector operators are present (i.e. He↵ ⇠ b̄�µ(�5)s¯̀�µ(�5)`), the time-
dependent CP-averaged observables O(t) can be written as functions FO of bilinears of time-
dependent transversity amplitudes JbX,aY (t)

O(t) = FO(JbX,aY (t)) , (E.3)

JbX,aY (t) = AX
b (t)AY

a (t)
⇤ + ĀX

b (t)ĀY
a (t)

⇤ , (E.4)

where a, b = 0, k,? are the vector meson polarisation indices and X,Y = L,R denote the
chirality structure of the lepton production. The CP-conjugated amplitude is

ĀL,R
a = ⌘aA

R,L
a (�w ! ��w) , (E.5)
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More LHCb data (not all)
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Figure 5: The CP -averaged observables in bins of q2. The shaded boxes show the SM prediction
taken from Ref. [61].
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Figure 5: The CP -averaged observables in bins of q2. The shaded boxes show the SM prediction
taken from Ref. [61].
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Figure 11: Summary of allowed e�ects in the plane of B æ K‹‹̄ vs. B æ Kú‹‹̄ normalized to their
SM values for various NP scenarios. For details see text.
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Example: Test of NP with

MFV
RK(⇤) =

B(B ! K(⇤)⌫⌫̄)

B(B ! K(⇤)⌫⌫̄)SM

Allowed regions by the            datab ! s

B ! K(⇤)⌫⌫̄

Wait for Belle-II

[41]

BR(B0 æ Kú0‹‹̄) < 5.5 ◊ 10≠5 (90% CL), (14)
BR(B+ æ Kú+‹‹̄) < 4.0 ◊ 10≠5 (90% CL). (15)

Since BR(B+ æ K(ú)+‹‹̄)/BR(B0 æ K(ú)0‹‹̄) = ·B+/·B0 holds in the SM and
beyond, we can use the stronger of these bounds and obtain

RK © BK

BSM

K

< 4.3 , RKú © BKú

BSM

Kú
< 4.4 , (16)

at 90% C.L., where we have neglected the theory uncertainty.
At the Belle-II experiment, a conservative estimate of the sensitivity with 50 ab≠1,

that is expected to be collected by 2023, envisages a measurement of the SM
branching ratios with 30% precision [42] based on the predictions of [17]. Since we
predict a significantly higher branching ratio for B æ Kú‹‹̄ as discussed above, a
better relative precision could be reached in turn. Moreover, already with 20 ab≠1,
that is expected to be collected by 2020, first signs of NP could in principle be seen.
Indeed, we will see in sections 3 and 4 that in several NP models, the experimental
upper bounds can be saturated. In this case, a 5‡ discovery should be definitely
possible at Belle-II.

3. Model-independent new physics analysis
3.1. Low-energy e�ective theory
Beyond the SM (but assuming no NP lighter than the B meson), a second operator
can appear in the e�ective low-energy Hamiltonian for b æ s‹‹̄ transitions,

H
e�

= ≠4 GFÔ
2

VtbV
ú

ts (CLOL + CROR) + h.c. , (17)

where

OL = e2

16fi2

(s̄“µPLb)(‹̄“µ(1 ≠ “
5

)‹) , OR = e2

16fi2

(s̄“µPRb)(‹̄“µ(1 ≠ “
5

)‹) . (18)

In writing this e�ective Hamiltonian, we have explicitly assumed lepton flavour
universality (LFU), i.e. that NP couples to all three neutrino flavours in the same
manner. The implications of relaxing this assumption will be discussed in general
terms at the end of this section and in section 4 in the context of leptoquark
models.

In spite of the presence of two complex Wilson coe�cients, the modification of
the three observables can be described in terms of two real quantities ‘ > 0 and
÷ œ [≠1

2

, 1

2

], defined as

‘ =

Ò
|CL|2 + |CR|2

|CSM

L | , ÷ = ≠Re (CLCú
R)

|CL|2 + |CR|2 , (19)

7

Belle (13)

s2

w 0.23126(5) [31, 33] ·B0 1.519(5) ps [33]
– 127.925(16) [31,33] ·B+ 1.638(4) ps [33]
|VtbV ú

ts| 0.0401(10) [34,35] m1S

b 4.66(3) GeV [33]

Table 1: Input parameters used for the SM predictions.

B± decays only di�er due to the lifetime di�erence. FL is equal for charged and
neutral B decay.

We also define q2-binned observables

e
BSM

K(ú)

f

[a,b]

©
⁄ b

a
dq2

dBR(B æ K(ú)‹‹̄)
SM

dq2

, (8)

e
F SM

L

f

[a,b]

©
s b

a dq2flA12(q2)
s b

a dq2 [flA1(q2) + flA12(q2) + flV (q2)]
. (9)

2.2. Numerical analysis
The numerical prediction of the observables within the SM requires the calculation
of the hadronic form factors. Both for B æ K and B æ Kú, lattice computations
have become available recently [3, 4], that are valid at large q2. At low q2, we
make use of the results from light-cone sum rules [5, 6]. Since the form factors
have to be smooth functions of q2, one can obtain expressions valid in the whole
kinematical range relevant for B æ K(ú)‹‹̄ by performing a combined fit to lattice
and LCSR results. Since this approach makes use of theoretical input on both
ends of the kinematical range, the results will be very weakly dependent on the
parametrization chosen for the form factors. In the case of B æ Kú, such combined
fit has been performed recently in [32]. For B æ K, we have performed our own
fit that we discuss in detail in appendix A.

Our numerical results for the di�erential branching ratios and FL are given in
table 2 for di�erent bins of q2 and for the whole kinematical region. The total
branching ratios in the SM are shown in the last row, as the results of integrating
over the whole kinematically allowed region,

BR(B+ æ K+‹‹̄)
SM

= (3.98 ± 0.43 ± 0.19) ◊ 10≠6, (10)
BR(B0 æ Kú0‹‹̄)

SM

= (9.19 ± 0.86 ± 0.50) ◊ 10≠6, (11)
F SM

L = 0.47 ± 0.03 , (12)

where the first error is due to the form factors and the second one parametric.
From table 1, summarizing the numerical input used for these predictions, one
can see that the parametric error is completely dominated by CKM elements.
We note that, when determined from tree-level decays, the uncertainty on the
CKM combination |VtbV ú

ts| is dominated by the uncertainty on |Vcb| and our value
corresponds to |Vcb| = 0.0409(10). Using instead the PDG averages of the inclusive
or exlusive determinations, respectively, which are at a 2.5‡ tension with each
other [33], the central values of the branching ratios would shift by 7% up or
down, respectively [16].
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